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Sustainability
Platinum Group Metals (PGMs) remain at the forefront, the absolute 
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and demand for PGMs is expected to increase for decades to come.
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TO DISCUSS CLIMATE CHANGE
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from early scientific reports to energy companies’ positions to the 
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I think about climate often. It’s hard not to — I doubt a day goes by that I don’t 
see an article, news report, or email that mentions climate. 

The most recent item to cross my desk is an article in 6cientific American
entitled “Second Scientists’ Warning: The Climate Emergency: 2020 in Review.” 
It is a follow-up to “World Scientists’ Warning of a Climate Emergency,” by 
William J. Ripple et al�, which appeared in the January 2020 issue of BioScience. 
The authors begin their original article with this statement: “Scientists have a 
moral obligation to clearly warn humanity of any catastrophic threat and to ‘ tell 
it like it is.’ On the basis of this obligation …, we declare, with more than 11,000 
scientist signatories from around the world, clearly and unequivocally that planet 
Earth is facing a climate emergency.” They then call for transformative change in 
six areas: energy, short-lived air pollutants, nature, food, economy, and population. 

The new article points out that while 2020 brought a few promising develop-
ments, we still “need a massive-scale mobilization to address the climate crisis.” 
The authors say that “aggressive transformative change, if framed holistically 
and equitably, will accelerate broad-based restorative action and avert the worst 
of the climate emergency. The survival of our society as we know it depends 
upon this unprecedented change.”

Chemical engineers have an important role to play in achieving the neces-
sary transformative change. Climate change is a complex, multidimensional 
problem that we are well equipped to understand. Our education in chemistry, 
physics, and math enables us to understand the science, and our knowledge 
of chemical engineering allows us to address the challenge in a practical and 
economical manner. But sorting through and keeping up with the climate change 
literature is a monumental task. 

A few years ago, I came up with the idea for a series of short, 1–3-page articles 
that would explore various chemical-engineering-related aspects of climate and 
climate change. I thought that breaking this complex subject into many small bits 
and focusing on chemical engineering concepts would make it easier to under-
stand. I envisioned that the title of this series would be “Thinking About Climate.”

When I mentioned my idea to Mark Holtzapple, a professor of chemical engi-
neering at Texas A&M Univ., he told me about his interest in climate and shared 
with me the slides of a lecture that he gives on the topic. He also helped me realize 
that we could not do justice to the topic 2,000 words at a time. He liked my idea of 
looking at climate through a chemical engineering lens, and he offered to write a 
series of articles that addressed observations, modeling, impacts, and solutions. 

This special issue of C EP is the fruit of our collaboration. It provides basic 
information about climate — including numerous figures and reference cita-
tions. It is not meant to be a definitive treatment of the subMect. 5ather, it is 
intended to provide an overview that helps you to think about climate without 
getting lost in the claims and counterclaims.

In the interest of minimizing our environmental footprint, we present this 
as a digital-only issue. And because this topic is of such great importance to 
society, we are making the issue open access. Please share it widely.

Thinking About Climate

Cynthia F. Mascone, Editor-in-Chief 

Copyright © 2020 AIChE
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Setting the Stage  
to Discuss 
Climate Change

Let’s start our exploration with a look at climate in the public eye —  
from early scientific reports to energy companies’ positions  
to the treatment of climate change in film.

Mark Holtzapple ■ Texas A&M Univ.

The World Health Organization (WHO) calls climate 
change one of the greatest challenges of our time (1).
A joint statement signed by 11 national academies of 

science from major nations states that “there is now strong 
evidence that significant global warming is occurring. « It 
is likely that most of the warming in recent decades can be 
attributed to human activities. « This warming has already 
led to changes in the Earth’s climate” (2). The report states 
that carbon dioxide emissions — primarily from the com-
bustion of fossil fuels — are responsible for the maMority of 
global warming.

The Global Change 5esearch Act of 1990 mandates 
that the 8.S. government periodically assess the impact of 
climate change on the 8.S. In 2017, the Fourth 1ational 
Climate Assessment was completed by 13 federal agencies 
(3). .ey findings of that assessment include:

� From 1901 to 2016, global surface air temperatures 
have increased by about 1.0�C and are now the warmest in 
the history of modern civilization. 

� It is extremely likely that human activities are the dom-
inant cause of the observed warming; there is no convincing 
alternative explanation. 

� Global atmospheric carbon dioxide concentration is 
now over 400 ppm, a level that last occurred about 3 million 
years ago, when both global average temperature and sea 
level were significantly higher than they are today. 

� The Earth is warming, which increases the risk of unan-

ticipated changes and impacts, some of which are potentially 
large and irreversible.

1umerous studies support the often-cited statistic that 
97� of climate scientists believe that humans are causing 
global warming (4), yet a minority of climate scientists from 
respected universities, including MIT and Georgia Tech, 
disagree with the scientific consensus (5). 

Sorting through the claims and counterclaims about 
climate change (see sidebar) takes hours and hours, but who 
has time" If we are not willing to invest the time, should we 
simply accept the authorities’ position" Which authorities 
should we believe?

For many years, the Pew 5esearch Center has been 
conducting polls to assess public response to climate change. 
Interested readers are encouraged to explore the complete 
survey results, which are available at pewresearch.org. 
Figures 1±3 highlight a few interesting results from recent 
polls. Americans report a lower level of concern about 
climate change than residents of other countries (Figure 1) 
(6). Concern over global warming has increased over 
time (Figure 2), but that concern is much greater among 
'emocrats than 5epublicans (Figure 3) (7).

Climate change is a complex issue that chemical 
engineers are well equipped to understand. Our education in 
chemistry, physics, and math enables us to understand the 
science, and our knowledge of chemical engineering allows 
us to address the issue in a practical and economical manner. 

Copyright © 2020 AIChE
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Climate Change:  
Separating Fact from Fiction

A Google keyword search for “climate change hoax” 
returns hundreds of thousands of results, with numer-

ous arguments, such as:
 • The climate has always changed. 
 • Carbon dioxide is a vital nutrient needed for plants to 
grow, so adding more is beneficial. 
 • During the Paleocene era, the earth was much 
warmer than today. 
 • Yes, the earth is warming, but it is a natural cycle not 
caused by humans. 
 • Global warming is caused by varying solar output. 
 • In the past, carbon dioxide concentrations were much 
higher than today, but temperatures were lower. 
 • Volcanoes release much more carbon dioxide than 
human activity. 
 • Global warming will be beneficial. 
 • Climate models are unreliable. 
 • There has not been any global warming since 1998. 
 • The “climategate” scandal disproved global warming. 
 • Meteorologists cannot predict the weather next 
week, so they certainly cannot predict the climate 50 years 
from now. 
 • Carbon dioxide is too dilute to a�ect the climate. 
 • The atmosphere is saturated with carbon dioxide; 
adding more cannot cause additional warming.
 In 2007, Australian cognitive scientist John Cook 
started the blog Skeptical Science to respond to skep-
tics of human-caused climate change. Scientific 
responses dispelling nearly 200 climate change and 
global warming myths raised by skeptics are presented 
at skepticalscience.com/argument.php. The website has 
input from many experts and provides much information at 
beginner, intermediate, and advanced levels. The website 
posts numerous graphs and tables extracted from the 
scientific literature and has direct links to papers, making it 
easy for visitors to read the original scientific literature.
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This special issue of C EP is intended to provide you 
with basic information about climate change so that you can 
assess the issue for yourself. It is not meant to be a definitive 
treatment of the subMect. 5ather, it is intended to provide an 
overview that equips you to investigate the subMect on your 
own without getting lost in the claims and counterclaims.

To set the stage, this first article provides an overview 
of the early scientific reports about global warming and 
climate change, a few of the international agreements aimed 
at reducing greenhouse gas (G+G) emissions, public state-
ments made by energy and insurance companies, concerns 
about the impacts of climate change on the military, and 
Pope Francis’s encyclical on climate change. It also takes a 
look at the depiction of climate change in film. 

Defining key terms
In 1907, English scientist John +enry Poynting coined 

the term greenhouse effect to describe atmospheric heating 
caused by transmission of short-wavelength solar radiation 
through the earth’s atmosphere and absorption of exit-
ing long-wavelength infrared radiation (8). Although the 
actual heating mechanism for a greenhouse is different from 
that of the atmosphere, this simplistic analogy is com-
monly employed.  

In 1956, Gilbert Plass used the term climatic change to 
describe long-term changes in Earth’s climate (e.g., melting 
glaciers, ocean acidification, extreme weather) caused by the 
greenhouse effect (9). 

In 1975, Wallace Broecker used the term glob al w arming
to describe the increase in average global atmospheric tem-
perature caused by increasing carbon dioxide concentrations 
(10). 

C limate refers to long-term environmental conditions 
(e.g., temperature, air pressure, humidity, precipitation, sun-
shine, cloudiness, and winds) on the global scale, whereas 
w eather refers to short-term environmental conditions on a 
local scale.

The scientific history
Because it is discussed so frequently in the news, 

it is easy to get the impression that global warming is 
a new topic. In actuality, science has a long history of 
investigating global warming, including studies by many 
famous scientists.

In 1827, French physicist and mathematician Joseph 
Fourier published his observations that the atmosphere 
readily passes visible light, which heats the Earth’s surface 
upon absorption. The energy is subsequently re-emitted 
as infrared radiation in accordance with Planck’s law (11). 
Furthermore, Fourier recognized that the atmosphere does 
not readily transmit infrared radiation, which causes the 
Earth’s surface temperature to be warmer than if there were 
no atmosphere. 

In 1856, Eunice 1ewton Foote — the second female 
member of the Association for the Advancement of Science 
(AAAS) — reported the results of experiments in which she 
investigated the impact of water vapor and carbon dioxide 
on the heating of air by the sun (12). 

In 1872, British scientist John Tyndall published his 
measurements of infrared absorption by methane, carbon 
dioxide, and water (13).

In 1897, Swedish scientist Svante Arrhenius published a 
paper on the impact of atmospheric water vapor and carbon 
dioxide on global temperature. +e estimated that doubling 
atmospheric carbon dioxide would increase global tempera-
ture by 5±6�C (14).

In 1900, .nut cngstr|m described an experiment in 
which infrared radiation passed through a 30-cm tube filled 
with carbon dioxide. The amount of CO2 in the tube was 
only about 12� of the CO2 found in an equivalent-diameter 
column of air that reaches from the Earth’s surface to the 
upper atmosphere (15). +e reported that the infrared radia-
tion was fully absorbed even when the pressure decreased by 
a third. +is results supported the view that Earth’s atmo-
sphere is ³saturated” with CO2, meaning the atmosphere 
fully blocks infrared radiation and that adding more CO2 to 
the atmosphere could not increase global temperature. +e 
concluded that Arrhenius must be wrong.

In 1956, physicist Gilbert Plass published a paper show-
ing that the lower layers of the atmosphere are saturated, as 
suggested by cngstr|m, but the upper layers are not (16). 
8sing the latest spectroscopic measurements of low-pressure 
cold CO2 taken for the military, he showed that the final 
radiation emissions that cool the earth occur in the upper-
most atmosphere. There, water vapor (a potent greenhouse 
gas) is negligible and the concentration of CO2 is much more 
impactful. +e calculated that doubling the CO2 concentra-
tion would raise global temperatures by 3.6�C, which is 
similar to the modern consensus of about 3�C.

In 1958, chemist Charles 'avid .eeling started 
p Figure 4. The Mauna Loa Observatory in Hawaii has been measuring the  
composition of the earth’s atmosphere since 1958. Photo by John Bortniak, NOAA.
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measuring atmospheric gas compositions from his 
laboratory (Figure 4) on Mauna /oa, a +awaiian volcano. 
Surrounded by ocean and free of foliage, this location — 
isolated from confounding effects — is ideal for taking 
atmospheric measurements.

In 1965, the President’s Science Advisory Committee, 
which was commissioned by /yndon Johnson, concluded 
that the greenhouse effect is a “real concern” (17).

In 1981, James +ansen published results of a climate 
model in Science (18). He used one-dimensional and three-
dimensional modeling and described climate sensitivity, 
feedbacks (e.g., water vapor, clouds, albedo), effects of solar 
and volcanic events, uncertainties related to aerosols, and 
ocean uptake of thermal energy. A commentary on that paper 
published in 2012 pointed out the close agreement between 
the predictions of +ansen’s model and observed global 
mean temperatures (19). 

In 1984, Exxon scientists Brian Flannery and Andrew 
Callegari, with Martin +offert of 1ew <ork 8niv., published 
a model showing impacts on climate from changes in CO2
concentration and solar output (20). This was one of numer-
ous studies on climate change published by Exxon scientists. 

In 1988, the 8nited 1ations (81) and the World Meteor-
ological Organization established the Intergovernmental 
Panel on Climate Change (IPCC) to create a clear scientific 
view of climate change that could be used by policymakers. 
The IPCC is currently in its sixth assessment cycle and is 
scheduled to release the A56 Synthesis 5eport in 2022. 
Previous reports describe the probability that human activity 
is causing global warming (Table 1).

In 1988, James +ansen testified before Congress and 
raised public awareness of climate change. +e started his 
career studying radiative transfer in Venus’ atmosphere 
(Figure 5), but later he applied this knowledge to Earth’s 
atmosphere. From 1981 to 2013, he served as head of the 
1ASA Goddard Institute for Space Studies.

International agreements
Since 1995, the 81 has held annual meetings — Con-

ferences of the Parties (COP) — to discuss climate change. 
Some notable highlights include:

COP3 was held in .yoto, Japan, in 1997 and produced 

the .yoto Protocol, which required reductions in G+G 
emissions from developed countries. 'eveloping nations, 
which had contributed little to G+G emissions, were exempt 
from the G+G reduction requirement. To help countries 
meet their emission targets, the .yoto Protocol contains 
flexibility mechanisms such as carbon trading. An Adapta-
tion Fund was established to finance proMects in developing 
countries to adapt to climate change. 

'uring the first commitment period (2008 to 2012), 
36 industrialized countries participated. Collectively, these 
participating countries produced 24� of global G+G 
emissions in 2010. Although they committed to reduce 
G+G emissions to an average of 4� below 1990 levels by 
2012, they actually reduced emission by 24� below 1990 
levels — exceeding their target emission reductions by 
2.4î109 metric tons (m.t.) CO2 equivalents (CO2e) per year. 
1ine of the countries achieved their targets using the flex-
ibility mechanisms (21). 

COP18, held in 'oha, 4atar, in 2012, extended the 
.yoto Protocol by establishing the second commitment 
period (2012 to 2020). The countries participating in this 
second commitment period are responsible for only about 
15� of global G+G emissions. It does not include many 
developed nations that opted out of the agreement (e.g., 8.S. 
and Canada), and it excludes developing nations that are 
major emitters (e.g., China, India, and Brazil).

COP21 was held in Paris, France, in 2015. The resulting 
Paris Agreement established a goal to limit global tempera-
ture increase to 2�C above preindustrial levels, which is con-
sidered an achievable temperature rise with moderate envi-
ronmental impact. For example, at this temperature increase, 
ocean levels are expected to rise a few feet — which will 
cause flooding in coastal cities in the 8.S. and necessitate 
migrations from low-lying regions of Bangladesh, India, and 
Vietnam. Because of pressure from low-lying island states, 
the agreement includes language to pursue efforts to limit 
the temperature increase to 1.5�C. 

8nlike the .yoto Protocol, signatories are not commit-
ted to specific emissions nor are there penalties for failing 
to meet goals. Instead, the agreement describes methods for 

58 × 106 km
108 × 106 km

Sun

Mercury
Tave = 167°C (333°F)

PCO2 = 0 atm

Venus
Tave = 467°C (873°F)

PCO2 = 89 atm

p Figure 5. Venus is twice as far from the sun as Mercury, but its temperature 
is much higher because its atmosphere contains a large amount of carbon dioxide.

Table 1. With each successive report, the Intergovernmental 
Panel on Climate Change (IPCC) reports with greater  

confidence that human activity causes global warming.

Year IPCC Report Degree of  
Confidence

1995 Second Assessment Report 50%

2001 Third Assessment Report 66%

2007 Fourth Assessment Report 90%

2013 Fifth Assessment Report 95%
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quantifying emissions and employs a ³name-and-shame” 
system of enforcement. Emission reductions are expected 
to occur after 2020, when the second commitment period 
of the .yoto Protocol expires. Furthermore, the agreement 
includes a provision to transfer �100 billion per year to 
developing countries to help them develop renewable energy 
sources and adapt to the effects of climate change.

On Earth 'ay (April 22) 2016 in 1ew <ork, 174 
countries and the European 8nion signed the agreement. 
On Sept. 3, 2016, the Obama administration agreed to the 
Paris Accord, which entered into force on 1ov. 4, 2016. On 
June 1, 2017, the Trump administration withdrew the 8.S, 
and that withdrawal took effect on 1ov. 4, 2020. Currently, 
the Paris Agreement has 188 party nations. President-Elect 
Joseph 5. Biden has announced his intention to reMoin the 
accord, although as this article is being prepared, no specific 
timetable has been given.

The European 8nion’s energy directive specifies the 
following legally binding targets for renewable energy as a 
percentage of total energy demand: 20� by 2020 and 32� 
by 2030 (22). 

Energy industry statements
1umerous energy companies have official positions stat-

ing their concern about global warming and climate change. 
For example:

• BP:  ³The world is not on a sustainable path and needs 
a rapid transition to lower carbon energy in order to meet the 
goals of the Paris Agreement” (23).

• C hev ron:  ³We proactively consider climate change in 
our business decisions” (24).

• ExxonMob il:  “We believe that climate change risks 
warrant action and it’s going to take all of us — busi-
ness, governments, and consumers — to make meaningful 
progress” (25).

• Shell:  ³Our lives depend on energy wherever we 
live. But in order to prosper while tackling climate change, 
society needs to provide much more energy for a growing 
global population while finding ways to emit much 
less CO2” (26).

In May 2015, six maMor European energy giants (BG 
Group, BP, Eni, Shell, Statoil, and Total) sent a Moint letter 
to the 81 (27) calling on governments to introduce carbon 
pricing systems and to create an international framework 
that could connect national systems. The signatories state 
that climate change is a critical challenge for the world, and 
³for us to do more, we need governments across the world 
to provide us with clear, stable, long-term ambitious policy 
frameworks. « We believe that a price on carbon should be 
a key element of these frameworks.” 

Although ExxonMobil was not a signatory to this letter, 
it also states that a carbon price is needed. ³« ExxonMobil 
believes a revenue-neutral carbon tax would be a more effec-
tive policy option than cap-and-trade schemes, regulations, 
mandates, or standards. A properly designed carbon tax can 
be predictable, transparent, and comparatively simple to 
understand and implement” (28).

There is no consensus on the size of the carbon tax� how-
ever, ExxonMobil often mentions �80/m.t. carbon dioxide 
(29). This carbon price corresponds to about �34/bbl oil and 
about �4/MMBtu of natural gas.

In May 2017, a maMority (62.3�) of ExxonMobil 
shareholders passed a nonbinding resolution that the 
company prepare open and detailed analyses of risks posed 
by climate change (30). Their concern is that company 
valuation may decline should oil and gas reserves become 
unmarketable if governments pass legislation that constrains 
the use of fossil fuels.

MaMor energy companies (e.g., ExxonMobil, Shell, 
Total, BP) are founding members of the Climate /eader-
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ship Council (clcouncil.org), an organization that supports a 
carbon tax as a means for addressing climate change. 

5ecently, Shell released its Sky report, which outlines 
possible scenarios for meeting the obMectives of the Paris 
Agreement (COP21) through carbon pricing, hydrogen fuel, 
electric cars, biofuels, higher efficiency standards, carbon-
neutral energy (e.g., solar, wind, nuclear), replacing coal 
with natural gas, carbon capture, and reforestation (31).

The Oil and Gas Climate Initiative (oilandgasclimate-
initiative.com) is a CEO-led consortium that represents 
maMor international energy companies that collectively 
produce 30� of global oil and gas. Their obMective is to 
accelerate industry response to climate change by explicitly 
supporting the Paris Agreement and its goals. 

In 2012, industry consultant PricewaterhouseCoopers 
prepared a report entitled Pw C  Low  C arb on Economy Index, 
which contained the following statements (32):

� ³Governments’ ambitions to limit warming to 2�C 
appear highly unrealistic.”

� ³1ow one thing is clear: businesses, governments, and 
communities across the world need to plan for a warming 
world — not Must 2�C, but 4�C, or even 6�C.”

� ³Any investment in long-term assets or infrastructure, 
particularly in coastal or low-lying regions, needs to address 
more pessimistic scenarios.”

� ³Sectors dependent on food, water, energy, or ecosys-
tem services need to scrutinize the resilience and viability of 
their supply chains.”

� ³«business-as-usual is not an option.”

Insurance industry perspectives
The insurance industry is directly impacted by increased 

economic losses from climate change. Mark Carney, 
Governor of the Bank of England, states that ³over time, the 
adverse effects of climate change could threaten economic 

resilience and financial stability. Insurers are currently at 
the forefront” (33). 

The insurance industry is concerned about the climate 
risk protection gap, i.e., the growing difference between 
total economic losses and insured losses attributed to cli-
mate change. ClimateWise (cisl.cam.ac.uk/business-action/
sustainable-finance/climatewise) is a consortium of 29 
maMor insurance companies that helps the industry address 
the climate challenge. 

Swiss 5e is a leading wholesale provider of reinsur-
ance and other insurance products. It has been studying the 
impact of climate change on the insurance industry for the 
past 20 years. The Insurance Information Institute reports 
that the number of global weather-related natural catastro-
phes since 1980 (Figure 6) and the economic impacts of 
those events (Figure 7) are growing (34).

Several leading insurance companies have issued state-
ments on climate change: 

• Allianz:  “Our climate change strategy and our environ-
mental management help us in anticipating climate risks, 
caring for the climate-vulnerable, and enabling a low-carbon 
economy «” (35).

• Allstate:  ³The increased frequency and severity of 
weather events and natural catastrophes affect the cost 
and number of claims submitted by our customers « Our 
success depends, in part, on our ability to properly model, 
price, and manage climate-related risks, as well as develop 
products and services to address climate change” (36).

• Lloyds:  ³The threats posed by climate change, unclean 
air, water scarcity, and related food insecurity are already 
well documented. For example, disruptions to the produc-
tion and delivery of goods and services due to environmental 
disasters are up by 29� since 2012” (37).

Mott Mac'onald and the Global Sustainability Institute 
estimate that within 20 years, �200 billion/yr of investment 
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will be required to address losses from climate change (38).
Congress established the 1ational Flood Insurance 

Program (1FIP) in 1968 because flood insurance was 
not profitable for private insurers. Currently, the program 
has a �20.5 billion deficit (39). Core/ogic estimates that 
6.9 million homes along the Atlantic and Gulf coasts are at 
risk of damage from hurricane storm surge — homes that 
could cost more than �1.6 trillion to replace (40). Should 
1FIP be privatized, insurance premiums are likely to be so 
high that development in flood-prone regions will be pro-
hibitively expensive (41).

Military concerns
The Center for Climate and Security (CCS� climateand-

security.org) is a nonpartisan policy institute comprising 
security and military experts who focus on the intersection 
of climate and security. Its analysis indicates that climate 
change impacts the 8.S. military in several ways: 

• many military facilities are located along the coast and 
are at risk from flooding events

� the military is mobilized to help the 8.S. populace 
recover from flooding events

� disruptions to food and water cause mass migrations 
that exacerbate global conflicts. 

The military considers climate change a threat 
multiplier — i.e., it can exacerbate political instability in 
unstable regions. 

Ahead of the COP21 negotiations in Paris in 2015, the 
1ATO Parliamentary Assembly passed a resolution urging 
countries to make ambitious commitments to tackling 
climate change and encouraging 1ATO to do more on the 
issue. The resolution states that ³climate change-related 
risks are significant threat multipliers that will shape the 
security environment in areas of concern to the Alliance and 
have the potential to significantly affect 1ATO planning 
and operations” (42).

Pope Francis’s encyclical
In May 2015, about seven months before the Paris 

climate talks, Pope Francis released his second encyclical, 
entitled Laudato si (³Praise be to you”) and subtitled ³On 
Care for our Common +ome” (43). After consulting with 
+ans Joachim Schellnhuber ('irector of the Potsdam Insti-
tute for Climate Impact 5esearch), the pope fully accepts the 

scientific consensus that climate change is predominantly 
caused by human activity and states that “climate change is 
a global problem with grave implications: environmental, 
social, economic, political, and for the distribution of goods. 
It represents one of the principal challenges facing humanity 
in our day.” +e is particularly concerned with social Mustice 
and that the brunt of the impacts of climate change will be 
felt by the poor, who did little to create the problem and do 
not have the resources to respond.

The pope counsels society to develop technologies that 
serve humanity rather than simply produce a short-term 
profit: ³We have the freedom needed to limit and direct 
technology� we can put it at the service of another type of 
progress, one which is healthier, more human, more social, 
more integral.” 

+e even presents short- and long-term strategies for sup-
plying our energy needs: ³We know that technology based 
on the use of highly polluting fossil fuels — especially coal, 
but also oil and, to a lesser degree, gas — needs to be pro-
gressively replaced without delay. 8ntil greater progress is 
made in developing widely accessible sources of renewable 
energy, it is legitimate to choose the less harmful alternative 
or to find short-term solutions.”

Climate change in cinema
Climate change has been popularized in movies — docu-

mentaries as well as fictional films.
• The U nchained G oddess. In 1958, chemical engineer 

Frank Capra — famous for It’ s a W onderful Life — pro-
duced a documentary film on weather and global warming 
for the Bell Telephone Science +our.

• Soylent G reen. This 1973 science fiction thriller is set 
in a future (2022) dystopia in which the planet is severely 
damaged from global warming and can no longer supply 
food via conventional means. Instead, food such as Soylent 
Green is supplied from ³novel” sources. The movie starred 
prominent actors Charlton +eston and Edward G. 5obinson.

• W aterw orld. This 1995 movie, and notable box-office 
flop, featured an earth that is underwater because polar ice 
caps have melted and very little land remains. Some humans 
mutate by growing fins and gills that allow them to adapt to 
their new environment.

• The D ay After Tomorrow . In 2004, this science fic-
tion disaster film depicted disruptions to the 1orth Atlantic 



CEP December 2020 Bonus Issue aiche.org/cep 11

Ocean circulation caused by climate change. Because warm 
tropical water no longer circulated to northern latitudes, 1ew 
<ork City was thrust into a catastrophic cooling event. 

• An Inconv enient Truth. Former Vice President Al Gore 
starred in this 2006 documentary, which included scenes 
from his public lectures, to describe climate science to the 
lay public.

• The 11th H our. /eonardo 'iCaprio’s 2007 documen-
tary explained global environment problems and potential 
solutions.

• C hasing Ice. 1ational Geographic photographer James 
Balog recorded the multiyear loss of glaciers in this 2012 
documentary. 

• Snow piercer. This 2013 .orean science fiction movie 
takes place on a frozen Earth after a climate engineering 
experiment that attempted to address global warming failed.

• Merchants of D oub t. In 2014, the book of the same 
name was translated into a documentary that showed the 
parallels between the global warming controversy and earlier 
controversies (e.g., the link between tobacco smoking and 
cancer) where contrarian media consultants and representa-
tives are hired by commercial interests to purposely spread 
doubt even when scientific consensus is strong.

• Before the Flood. Another /eonardo 'iCaprio docu-
mentary, this 2016 film reexamines global warming and its 
potential impacts on the planet. 

• An Inconv enient Seq uel:  Truth to Pow er. Al Gore 
stars in this 2017 sequel documentary, which describes 
efforts to persuade governmental leaders to invest in 
renewable energy. 

• C hasing C oral. This 2017 video documented the 
bleaching of coral from climate change.

• D ow nsizing. Matt 'amon starred in this 2017 science 
fiction movie, in which a portion of humanity decides 
to shrink themselves to just a few inches tall to reduce 
their consumption of resources and thereby address 
climate change. 

• G eostorm. This 2017 science fiction adventure film fea-

tured a satellite designer who tried to correct malfunctioning 
climate-controlling satellites that are threatening the world 
with maMor floods.

Closing thoughts
Among climate scientists, there is strong consensus 

(97�) that human activity is causing climate change (4). 
The 81 has responded by forming the IPCC, which summa-
rizes scientific understanding and helps coordinate govern-
ment response through protocols and accords. The pope 
has responded by emphasizing the moral component of the 
problem. The energy and insurance industries are working 
on strategies to minimize the impact of climate change on 
their profitability. The military views climate change as a 
threat multiplier and includes it in their security planning. 
And through cinema, global warming and climate change 
have entered popular culture.

Concern over climate change varies strongly with politi-
cal affiliation, gender, and age. With each passing year, 
public concern over climate change increases. 

To limit potential negative impacts — such as extreme 
weather events or coastal flooding — 36 countries suc-
cessfully implemented the .yoto Protocol, which limited 
CO2 emissions to 24� below 1990 levels. The most recent 
international agreement to address climate change is the 
Paris Agreement (COP 21), which has 188 party nations and 
entered into force on 1ov. 4, 2016. 

In the future, the industries served by chemical engineers 
are likely to be subMected to regulations that restrict or penal-
ize carbon dioxide emissions. Chemical engineers have the 
intellectual skills to respond to these challenges. Therefore, it 
is incumbent on us to educate ourselves about climate change 
so we can adapt and help shape a sustainable future.
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Climate
Observations

This article focuses on observations of phenomena that impact the 
climate, including energy, greenhouse gases, and temperature.

Mark Holtzapple ■ Texas A&M Univ.

The Earth is a complex system involving chemical and 
physical interactions driven by the fl ow of energy. In 
this regard, the Earth is like a chemical plant (Figure 1) 

and chemical engineers can use their skills to understand pro-
cesses that impact the Earth and result in climate change.
 This article examines observations of phenomena that 
affect the climate, including energy, greenhouse gases 
(G+Gs), and temperature. It does not address modeling of 
the underlying phenomena, which is covered in Part 3 of this 
special issue. 

Energy flows
 The temperature of deep space is 2.73 ., which is 
determined by measuring the cosmic microwave back-
ground (1). The wavelength distribution of this background 
radiation exactly matches that of a blackbody radiator at 
that temperature. 

 The core temperature of the sun is estimated to be 
15,710,000 . (2). Through fusion nuclear reactions, matter 
is destroyed at a rate of 4.260î109 kg/sec. According to Ein-
stein’s mass-energy equivalence equation E = mc2, energy 
is produced at a rate of 3.828î1026 W. Through conduction, 
convection, and radiation, this energy fl ows to the surface 
of the sun. Because the sun is surrounded by a vacuum, 
conduction and convection can no longer operate, so radia-
tion is the only heat-transfer mechanism for the sun’s energy. 
Solar radiant energy is emitted with a spectrum that closely 
corresponds to that of a blackbody radiator at 5,772 ..
 The average distance from the sun to the Earth is 
1 astronomical unit (1 A8   149,597,870,700 m). At this 

p Figure 1. The Earth can be thought of as a process, with inputs and outputs.

Inputs Outputs
Process

• GHG emissions
• Land use
• Solar intensity
• Aerosols
• Variations in albedo

• Global temperature
• Ocean pH
• Rainfall
• Droughts
• Extent of sea ice
• Extent of glaciers
• Ocean level

p Figure 2. Solar irradiation is the largest contributor to the Earth’s energy flows.
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distance, the surface area of a sphere is 2.812î1023 m2 and 
the solar energy fl ux through the sphere is 1,361 W/m2, 
which is referred to as the solar constant or the total solar 
irradiance (Figure 2).

Is the solar constant actually constant?  As shown in 
Figure 3 (3), the solar constant is not exactly constant; it 
varies slightly during the solar cycle, which has a period 
of about 11 years. 'ata in Figure 3 for the years after and 
including 1978 are based on direct satellite observations. 
The pre-1978 data are based on a solar model that used 
sunspots as the measured variable. The number of sunspots 
observed within a month strongly correlates with solar 
output and serves as a proxy. Since 1610, solar astronomers 
have observed and recorded sunspots, so solar output can 
be known with a fair degree of certainty from that point 
onward. The period from 1645 to 1715 is known as the 
Maunder Minimum or the prolonged sunspot minimum. 
 The satellite data in Figure 3 show three completed 
solar cycles and part of a fourth. 'uring the three com-
pleted cycles, the average solar constant is essentially 
unchanged (1,361.1 W/m2) and the peak-to-valley differ-
ence is about 1.1 W/m2. 
 When the solar energy fl ux hits the Earth, it is inter-
cepted by the proMected area of the Earth, a nearly circular 

disk (with an area A = pr2). As the Earth rotates, this inter-
cepted solar energy is distributed over the Earth’s surface, 
essentially a sphere (with a surface area A   4pr2). Based on 
these considerations, the average solar energy input to the 
Earth’s surface is one-fourth the solar constant (340.3 W/m2) 
with a peak-to-valley difference of 0.28 W/m2. 
 Figure 4 (4) shows the historical (1880±2020) total solar 
irradiance and change in average global surface temperature. 
8ntil 1960, the datasets were well correlated — as total solar 
irradiance increased, average global temperature increased 
as well. This is expected because total solar irradiance is 
well recognized as a climate forcing. A climate forcing, as 
defi ned by the 8nited 1ations Intergovernmental Panel on 
Climate Change (IPCC), is ³an externally imposed pertur-
bation in the radiative energy budget of the Earth climate 
system, e.g., through changes in solar radiation, changes 
in the Earth albedo, or changes in atmospheric gases and 
aerosol particles.”
 +owever, after 1960, average global temperature and 
total solar irradiance are anticorrelated — i.e., as total solar 
irradiance decreased, average global temperature increased. 
Clearly, total solar irradiance is not the sole climate forcing� 
other factors are also important. 

Earth’ s energy b alance. Table 1 (3, 5– 9) shows that the 
solar energy intercepted by Earth (173,500 TW) is by far the 
dominant energy fl ow. Geothermal energy (47 TW), which 
results primarily from the natural fi ssion of radioactive ele-
ments in the Earth, is small. 'irect heat released from com-
bustion of fossil fuels (14.8 TW) and nuclear fi ssion reactors 
(1.18 TW) is even smaller.
 1ot all of the solar energy that intercepts the Earth 
is absorbed� instead, much of it is refl ected. Bond albedo 
(or simply albedo) is the fraction of shortwave solar 
energy — at all frequencies and angles incident on an 
astronomical body — that is scattered into space. The 
average albedo of the moon is 0.11 and the average albedo 

p Figure 3. The solar constant, or total solar irradiance, varies during the solar 
cycle, with a period of about 11 years. Source: (3).
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Table 1. Solar energy is the largest component 
of the Earth’s energy balance.

Power, TW Reference

Direct Solara 173,500 (3)
Albedob –53,091 (5)
Geothermal 47 (6)
Nuclear Energyc 1.18 (7, 8)
Fossil Fuelsd 14.8 (9)
Total 120,472 —

a. Direct solar = 1,361 W/m2(p)(6,371,000 m)2 TW/1012W 
 = 173,500 TW
b. Albedo = 0.306 u 173,500 TW = 53,091 TW
c. Nuclear = 390,000 MWe (1/0.33) = 1,180,000 MWt
d. Fossil fuels = 130,000 TWh/yr u (1 yr/8,760 hr) = 14.8 TW



16 aiche.org/cep December 2020 Bonus Issue CEP

THINKING ABOUT CLIMATE : PART 2

of Earth is 0.306 (5). The albedo of the Earth depends on 
the surface materials and the amount and kind of clouds 
(Figure 5) (10). Fresh snow is particularly reflective. As 
Arctic sea ice (albedo § 0.7) melts, it is replaced by water 

(albedo § 0.08). Because water is less reflective, the Arctic 
temperature is greatly affected by the quantity of sea ice.

1ASA’s Clouds and the Earth’s 5adiant Energy Sys-
tem (CE5ES) provides satellite data for the Earth. Figure 6 
presents changes in shortwave radiant energy reflected from 
Earth. Figure 6a shows that the clear-sky flux has decreased 
by about 1.2 W/m2 since 2000, while Figure 6b shows that 
the all-sky flux, which includes the effects of clouds, has 
decreased by about 1.7 W/m2 over the same period. These 
decreases suggest that a larger fraction of the incident 
solar radiation is absorbed by the Earth, which leads to 
greater warming.

p Figure 5. The albedo of the Earth depends on the materials covering the 
surface and the cloud cover in the atmosphere. Source: (10). 
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Table 2. Common greenhouse gases found in the Earth’s atmosphere (11). 

Gas
Pre-1750  

Tropospheric  
Concentration

Recent 
Tropospheric  

Concentration

Global Warming 
Potential 

(100-yr horizon)

Atmospheric  
Lifetime

Increased  
Radiative  
Forcing

Carbon Dioxide (CO2) ~280 ppm 399.5 ppm 1 ~100–300 yr 1.94 W/m2

Methane (CH4) 722 ppb 1,834 ppb 28 12.4 yr 0.50 W/m2

Nitrous Oxide (N2O) 270 ppb 328 ppb 265 121 yr 0.20 W/m2

Tropospheric Ozone (O3) — — N/A hours-days 0.40 W/m2

CFC-11 (CCl3F) 0 232 ppt 4,660 45 yr 0.060 W/m2

CFC-12 (CCl2F2) 0 516 ppt 10,200 100 yr 0.166 W/m2

CFC-113 (CCl2CClF2) 0 72 ppt 5,820 85 yr 0.022 W/m2

HCFC-22 (CHClF2) 0 233 ppt 1,760 11.9 yr 0.049 W/m2

HCFC-141b (CH3CCl2F) 0 24 ppt 782 9.2 yr 0.0039 W/m2

HCFC-142b (CH3CClF2) 0 22 ppt 1,980 17.2 yr 0.0041 W/m2

Halon 1211 (CBrCIF2) 0 3.6 ppt 1,750 16 yr 0.0010 W/m2

Halon 1301 (CBrCIF3) 0 3.3 ppt 6,290 65 yr 0.0010 W/m2

HFC-134a (CH2FCF3) 0 84 ppt 1,300 13.4 yr 0.0134 W/m2

Carbon tetrachloride (CCl4) 0 82 ppt 1,730 26 yr 0.0140 W/m2

Sulfur hexafluoride (SF6) 0 8.6 ppt 23,500 3,200 yr 0.0049 W/m2

Total 3.3793 W/m2



CEP December 2020 Bonus Issue aiche.org/cep 17

Greenhouse gases
Greenhouse gases are transparent to most shortwave 

radiation, but they absorb and emit longwave (infrared) 
radiation. Table 2 (11) lists the most common G+Gs. The 
second column presents the natural preindustrial concentra-
tions of these gases in the atmosphere, whereas the third 
column lists today’s concentrations. The global warming 
potential (Column 4) characterizes the impact of a given 
mass of gas released into the atmosphere relative to the 
impact of carbon dioxide, the reference gas. For example, 
over a 100-yr time horizon, 1 kg of methane has the same 
impact as 28 kg of carbon dioxide. The last two columns 
indicate the persistence of each gas in the atmosphere and 
the increased radiative forcing caused by the gas at modern 
concentrations compared to preindustrial concentrations. 

The most impactful G+G, which is not shown in Table 2, 
is water vapor. Its concentration in the atmosphere varies 
greatly depending on temperature and the local presence of 

water (e.g., desert vs. ocean). In addition, water vapor read-
ily condenses, forming clouds that can yield rain, hail, or 
snow, all of which interact with climate in a more complex 
manner than the gases listed in Table 2. For these reasons, 
it is not possible to assign a single radiative forcing value 
to water vapor. Furthermore, because water vapor pressure 
is determined by surface temperature, it affects climate as a 
feedback mechanism that interacts in a different manner than 
the other gases.

Of the gases listed in Table 2, carbon dioxide has the 
greatest radiative forcing (1.94 W/m2). Most carbon dioxide 
emissions into the atmosphere are produced by the combus-
tion of fossil fuels, which transfers carbon that was previ-
ously stored below the Earth’s surface to the atmosphere. 
In modern times, about 10� of carbon dioxide emissions 
result from changes in land use. For example, as rainforest is 
burned to clear land for agriculture, carbon that was previ-
ously sequestered in the wood is released to the atmosphere. 

C arb on emissions. Figure 7 (9) plots the historical 
global consumption of coal, oil, and natural gas. Figure 8 
(12) breaks down the historical carbon dioxide emissions by 
region of the world. 

Before 1850, the emissions were virtually indistinguish-
able from zero, so prior to 1850 may be viewed as pre-
industrial. Since 1980, emissions from China have increased 
greatly as it has industrialized. 'uring this same time, 
emissions from the 8.S. have remained roughly constant 
even though real gross domestic product (G'P) increased 
by about 2.6 times (13), in large part due to improvements 
in energy efficiency, a shift from coal to less-carbon-intense 
natural gas, and a shift from a manufacturing economy to a 
service economy. 'uring this same time, Europe has signifi-
cantly reduced its carbon dioxide emissions as it embraces 
renewable energy. For example, Germany now produces 

p Figure 7. Global fossil fuel consumption has increased dramatically since the 
middle of the 20th century. Source: (9). 
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about one-third of its electricity from renewable resources. 
 As carbon dioxide is released into the atmosphere from 
the combustion of fossil fuels and changes in land use, it 
accumulates in the atmosphere and thereby its concentration 
increases. Figure 9 (14) shows the carbon dioxide concentra-
tion in the atmosphere as measured by the observatory in 
Mauna /oa, +awaii.
 Figure 10 (15) places the recent carbon dioxide con-
centrations, as well as those of methane and nitrous oxide, 
into historical context. Before 1850, the concentrations of 

these gases were constant. The impact 
of industrialization is readily apparent 
based on the signifi cant increases in 
the concentrations of all three G+Gs 
since 1850. On a percentage basis, 
the largest increase is in methane 
concentrations, in the form of fugitive 
emissions from the fossil fuel indus-
try, ruminant animal digestive tracts 
(mostly domestic cattle), and anaerobic 
decomposition of biomass in the soil 
(mostly wet rice agriculture). 
 Of the carbon dioxide released by 
the combustion of fossil fuels and land 
use changes, about 44� accumulates 
in the atmosphere (Figure 11) (16). The 
remainder enters the soil and the ocean. 
Carbon dioxide that enters the ocean 

increases the concentration of carbonic acid, which reduces 
seawater p+. 'etailed accounting of the carbon budget 
is available online at globalcarbonproMect.org/carbon-
budget/19/data.htm. 

Temperature
 The temperature of the Earth is a critical driver of 
climate change. This section examines historical global 
temperatures, the current global average temperature, and 
the diffi culties involved in measuring temperature accurately 

t Figure 10. The impact of industri-
alization is evident in the increases 
in atmospheric greenhouse gas 
concentrations starting around the 
time of the Industrial Revolution. 
Source: (15).
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and proving the reliability of past measurements. 
G eological temperatures. Figure 12 (17) presents the 

estimated temperature of Earth during the past 542 million 
years. These temperatures are determined based on prox-
ies, such as the ratio of 18O to 16O, both of which are stable 
isotopes. The natural occurrences of 16O and 18O are 99.76� 
and 0.20�, respectively. Carbonate-forming sea creatures 
incorporate these isotopes into their shells in a temperature-
dependent manner� thus, the ratio of these isotopes is a proxy 
for temperature. 

The parameter G18O (delta-O-18) is defined as:

where the standard is Vienna standard mean ocean water 
(VSMOW). In the formation of calcium carbonate shells, 
G18O correlates with temperature (18): 

over the range 9°C < T � 29�C.
Figure 12 shows that historical global temperatures have 

been as much as 6�C colder and 14�C warmer than modern 
temperatures. The colder temperatures resulted in glacia-
tion and the warmer temperatures produced a world much 
different than today. For example, during the Early Eocene 
Epoch (54±48 million years ago), the CO2 concentration 
was estimated to be 1,000±2,000 ppm and the poles were 
tropical in nature (19).

Ice core data. Figure 13 (20– 22) presents a more recent 
history of Earth’s climate based on ice cores, which provide 
insights into Earth’s climate during the past 800,000 years. In 
the Arctic and Antarctic, ice has accumulated for hundreds of 
thousands of years. Snow does not fall at a uniform rate, but 
rather forms layers. Thus, time can be correlated with depth 

by counting the number of layers in ice core samples. 
To estimate geological temperature, since the 1960s, 

scientists have been measuring G18O in ice cores. Water-18O 
is less volatile than water-16O, so at a given equilibrium 
temperature, liquid is enriched in water-18O whereas vapors 
are enriched in water-16O. As atmospheric water vapor from 
the tropics flows to the poles, water-18O selectively precipi-
tates� thus, the snow at the poles is enriched in water-16O. 
This enrichment is more pronounced at colder temperatures; 
thus, G18O in ice cores serves as a proxy for temperature 
(Figure 14) (23, 24).

When snow falls and accumulates at the poles, air is 
trapped between the snowflakes. As layers of snow build 
up, the older layers are compacted into ice. The trapped 
air accumulates in small bubbles, which can be sampled to 
determine the geological composition of the atmosphere. 
Figure 13 shows the measured carbon dioxide conentration 
in the bubbles. Other G+Gs, such as methane and nitrous 
oxide, can be measured as well (Figure 10).

Figure 13 shows that temperatures are highly periodic 
as a result of the following periodic changes in Earth’s 
movements: ellipse eccentricity, 100,000 years� axial tilt, 
41,000 years� and axial precession, 26,000 years. The collec-
tive effects of these changes in Earth’s movements on climate 
over thousands of years are know as Milankovitch cycles.

As shown in Figure 13, global temperatures and carbon 
dioxide concentrations are highly correlated, with carbon 
dioxide changes lagging temperature changes by hundreds 
of years. A recent study concluded that this lag is an artifact 
of the manner in which bubbles form (25). 8ntil a depth of 
50±120 m, the snow does not become compacted enough 
to form ice with trapped bubbles. Prior to ice formation, 
gases are free to diffuse from one layer of snow to another� 

p Figure 13. Global temperatures and carbon dioxide concentrations can be 
obtained from ice core data. The current carbon dioxide concentration is shown  
in red. Source: (20) based on data in (21, 22). 
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thus, the carbon dioxide concentration and temperature are 
partly decoupled. When diffusion is considered, the appar-
ent lag disappears. 
 Temperature and carbon dioxide concentration interact in 
a complex manner. As temperatures decrease in response to 
changing solar radiation distribution as a result of Milanko-
vitch cycles, the solubility of carbon dioxide in the ocean 
increases, which removes carbon dioxide from the atmo-
sphere and accentuates the cooling. Similarly, as tempera-
tures increase, the solubility of carbon dioxide in the ocean 
decreases, which adds carbon dioxide to the atmosphere and 
accentuates the warming. 'uring historic time periods, the 
Milankovitch cycle is the independent variable and carbon 
dioxide is a feedback mechanism that enhances the warming 
or cooling. 

The hockey stick graph. Figure 15 (26, 27), known as 
the hockey stick graph, plots Earth temperature data for the 
past 1,500 years. The temperatures measured by thermom-
eters are shown in red, and the temperatures measured by 
proxies are shown in blue. The proxies (tree rings, coral, ice 
cores, cave formations, marine sediment, lake sediment, and 
historical records) were obtained from 1,209 datasets. The 

green line represents the average global temperature from 
500 to 1850, which may be viewed as the preindustrial tem-
perature. (1ote that because industrialization took place over 
many years, there is no universal agreement on the defi nition 
of the ³preindustrial period” (28).) The data show that recent 
warming trends are unusual compared to historical records. 
 Figure 16 (29, 30) shows borehole temperature 
measurements taken at three sites in Canada. As mentioned 
previously, the Earth produces geothermal energy from 
fi ssion. If the thermal conductivity of the rock is con-
stant and the atmospheric temperature is constant, then 
the temperature profi le with respect to depth should be a 
straight line. In Figure 16, at depths greater than 200 m, the 
temperature profi les are straight, but at shallower depths, 
they curve back toward warmer temperatures. The surface 
temperature is about 2�C warmer than the temperature 
obtained by extrapolation of the straight portion of the 
curve to the surface. 
 8sing a nonsteady-state model of heat transfer, 
historical surface temperatures can be determined from 
the borehole temperature profi les. Figure 17 (26, 29, 31)
overlays the surface temperatures estimated from borehole 
temperature profi les on the hockey stick graph. The fact 
that the two datasets agree provides confi rmation of the 
historical temperatures.

Instrumental records. Since the mid-1800s, instrumental 
records are suffi cient to estimate global temperatures 
without the need for proxies. Four government agencies 
focus on maintaining the instrumental records of 
temperature: 1ASA Goddard Institute for Space Stud-
ies (8.S.), 1OAA 1ational Climatic 'ata Center (8.S.), 
Met Offi ce +adley Centre/8niv. of East Anglia Climatic 
5esearch 8nit (8...), and Japanese Meteorological 
Agency (Japan). 
 It can be diffi cult to accurately determine average global 
temperatures for a few key reasons: weather stations are not 

p Figure 15. The hockey stick graph depicts the climate record in terms of 
the temperature anomaly compared to the global average temperature during 
1960–1990, which was 14.1°C. Temperatures reconstructed from multiple proxies, 
such as tree rings, coral data, and cave deposits, are shown in blue. The red line is 
the CRUTEM4 (Climatic Research Unit Temperature, version 4) instrumental record, 
which started in 1850. The horizontal green line is the average global temperature 
from 500 to 1850 (13.8°C), which may be viewed as the preindustrial temperature. 
Source: (26, 27).
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evenly distributed around the Earth, so some regions have 
a paucity of data� the environment around weather stations 
may change� the quality of some thermometers is poor� it is 
necessary to determine appropriate methods to modify data 
to account for confounding effects� methods for sampling 
data change� and methods for measuring temperature 
change. Some specific issues include the following (32): 

� urban heat island effect — as urban structures encroach 
on a formerly rural weather station, the local temperature 
increases because buildings and roads hold thermal energy 
more than rural environments

� averaging methods — a region has multiple weather 
stations, each with time-varying temperatures, so an accept-
able method is developed to process the spatial and temporal 
data to calculate an appropriate average for the region 

� changes in the way ocean temperatures are measured 
— historically, ships would dip a bucket into the ocean to 
obtain a sample for measuring the ocean’s temperature� now, 
ocean temperatures are obtained by measuring the tempera-
ture of the intake water to the ships’ engines

� satellites — since 1982, satellites have provided 
temperature data with broader coverage and higher spatial 
resolution than weather stations, but they introduce their 
own sources of uncertainty

� ice — the presence of sea ice prevents changes in water 
temperature because of phase change.

Because of the importance of the temperature record and 
claims by climate change skeptics that the temperature data 
were being manipulated, Berkeley Earth Surface Tem-
perature (BEST) — an academic initiative — was formed 
to evaluate the temperature data. They concluded that the 
temperature record is not unduly biased (33).

'espite the numerous challenges associated with mea-
suring average global temperature, the various sources report 

very similar findings (Figure 18) (34). Similarly, Figure 19 
(35) shows that surface temperature measurements are con-
sistent with satellite temperature measurements.

The 1ASA Goddard Institute for Space Studies (GISS) 
temperature data are conveniently available online (36) and 
allow for customized graphics. Figure 20 indicates that the 
record temperatures in 2016 have a temperature anomaly of 
1.0�C (i.e., they were 1.0�C higher than the baseline global 
average temperature from 1951 to 1980, which is estimated 
to be 14.0�C)� this is 1.2�C warmer than the preindusrial 
temperatures represented by the green line in Figure 15. 

Figure 21 is notable because it shows extreme Arctic 
warming in February 2018 (with an anomaly of 12.3�C). 
Similar extreme warming occurred in February 2016, 2019, 
and 2020. Climate scientists expect greater warming of the 

p Figure 18. Data on the global average temperature anomaly are consistent 
among multiple datasets. Source: (34). 
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Arctic because melting sea ice greatly reduces the albedo� 
lower albedo provides a strong positive feedback that accen-
tuates warming. 

Energy storage. Temperature data in the vertical dimen-
sion can be used to calculate the enthalpy content between 

two depths. For example, the areal enthalpy content H  of the 
ocean can be determined by:

where ρ is seawater density (kg/m3), C p is the specifi c 
heat (J/kg-.), T is temperature (.), z is depth (m), and H
is areal enthalpy (J/m2). Multiplying the areal enthalpy by 
the area of the ocean gives the total enthalpy content of the 
ocean. Similar calculations can be performed for the air and 
soil. Figure 22 (37) shows that the vast maMority of global 
enthalpy change occurs in the ocean. 
 If only a small fraction of ocean energy is exchanged 
with the atmosphere, it can drastically change atmospheric 
temperatures. For example, El 1ixo (warm anomaly) and 
/a 1ixa (cold anomaly) are fl uctuations in Pacifi c Ocean 
surface temperatures resulting from interactions with the 
atmosphere. An El 1ixo or /a 1ixa episode typically lasts 
9±12 months. Their frequency is irregular, but El 1ixo 
and /a 1ixa events typically occur every two to seven 
years, with El 1ixo more frequent than /a 1ixa. These 
temperature fl uctuations can have large impacts on global 

p Figure 21. Global ocean and land temperature anomalies in February 2018 
reveal extreme Arctic warming. The temperature anomaly is compared to the 
global average temperature from 1951 to 1980, which is estimated to be 14.0°C. 
Source: Data from (36).
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weather and climate. For example, the most recent El 1ixo, 
superimposed onto baseline warming trends, contributed to 
2016 being by far the warmest year on record.

Closing thoughts
As global population increases and standards of living 

improve, fossil fuel combustion is increasing. Approxi-
mately half of the resulting carbon dioxide accumulates in 
the atmosphere, causing its concentration to increase above 
levels not observed within the past 800,000 years. Since 
1960, global temperatures have increased substantially, 
which coincides with large increases in carbon dioxide emis-
sions. The recent warming trends cannot be explained by 
changing solar output, which on average has been constant 
since 1950. The warmest year on record, 2016, had a global 
average temperature that was 1.2�C warmer than preindus-
trial temperatures.
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p Figure 22. Most of the global enthalpy change occurs in the ocean. The upper 
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Climate
Modeling

Climate models provide insight into 
the fundamental principles that underlie global warming.

Mark Holtzapple ■ Texas A&M Univ.

Measurements taken during the last 140 years show 
that global temperature and carbon dioxide concen-
trations are correlated (Figure 1) (1) — a relation-

ship that has also been observed in ice core data spanning 
the past 800,000 years (see Figure 13 in the previous article, 
p. 19). However, correlation does not imply causation.
Identifying causation requires a deeper understanding of the
underlying phenomena that link the correlated variables.
With regard to climate, we seek to answer the question: Are
human activities — particularly those related to the release
of carbon dioxide — causing the currently observed rapid
global warming?

When attempting to answer a scientifi c question, engi-
neers and scientists typically perform a controlled experi-
ment. In the context of global warming, this would require 
two Earths orbiting the sun at the same distance. One Earth 
— the control — would operate without human intervention, 
while the other Earth would be subjected to human activity, 
such as combustion of fossil fuels, land use changes, etc. 
During the experiment, measurements (e.g., temperature, 
ocean pH, sea ice) of properties of the two Earths would be 
taken. The impact of human activities would be reported as 
the difference between the measurements taken of the experi-
mental Earth’s properties and those of the control Earth. 
 Clearly, the above experiment is fanciful — we do not 
have a second Earth to serve as the control. The only avail-
able tool for discerning the impacts of human activity is 
modeling. Climate models are based on the laws of physics 

and include scientifi c measurements (e.g., heat capacity, den-
sity, thermal conductivity, refl ectivity) that are incorporated 
into computer simulations of the Earth. In some cases, the 
models are extremely simple, whereas in other cases, the 
models are exceedingly complex.

p Figure 1. Global temperature and carbon dioxide concentration are 
correlated. Plotted temperatures are measurements by instruments. Carbon 
dioxide concentrations prior to 1959 were determined from ice core samples; 
after 1959, carbon dioxide concentrations were directly measured by the 
observatory at Mauna Loa, HI. Source: (1).
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The famous aphorism “all models are wrong … but 
some are useful” is attributed to statistician George Box. 
This quip is particularly relevant in the context of global 
warming. All models are imperfect, but often they contain 
useful information that allows decisions to be made. Imper-
fect models are not uncommon in chemical engineering. For 
example, managers must decide whether to construct a new 
chemical plant based on imperfect models of the chemistry, 
physics, market, safety, etc. 

Global climate is exceedingly complex, chaotic, and 
highly coupled. For example, one can ask the question “Is car-
bon dioxide concentration a cause or an effect?” Arguments 
can be made for both positions. As carbon dioxide is added 
to the atmosphere (cause), more radiation is absorbed by the 
atmosphere, which causes warming (effect). On the other 
hand, as global temperature cools from varying solar output or 
Earth’s orbital patterns (cause), more carbon dioxide dissolves 
in the ocean, lowering the atmospheric concentration (effect). 
Differentiating cause and effect requires a fundamental under-
standing of the chemistry and physics of climate.

Atmosphere
The total mass of the atmosphere is easily calculated 

from the average atmospheric pressure (14.7 lbf/in.2). This 
pressure is caused by the air mass in the vertical column 
above the Earth’s surface (14.7 lbm/in.2 or 10,300 kg/m2). 
From the radius of the earth (6,371 km) and the area 

of a sphere (4pr2), the mass of air in the atmosphere 
is 5.27×1018 kg. From the average atomic mass of air 
(28.97 g/mol), the total moles in the atmosphere are cal-
culated to be 1.82×1020 mol. From this known quantity of 
air and measured concentrations of gases, it is possible to 
calculate the total quantity of a given gas in the atmosphere.

As altitude increases, air pressure decreases monotoni-
cally in an exponential manner (Figure 2) (2). The pressure 
under a column of fluid is:

where P is the absolute pressure (Pa), r is the fluid den-
sity (kg/m3), g is the local acceleration due to gravity 
(9.81 m/sec2), and z is the height (m). Assuming the gas is 
ideal and at constant temperature allows for a simple substi-
tution for density:

where M is the atomic mass (kg/mol), T is the abso-
lute temperature (K), and R is the ideal gas constant 
(8.314 Pa-m3/mol-K). Equation 2 can be integrated to obtain:

where h is the elevation and P0 is the pressure at the 
Earth’s surface. 

The relationship between pressure and elevation becomes 
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more complex if temperature is not held constant. It should 
be noted that atmospheric pressure changes on a daily basis 
and is an important parameter used to predict weather. In 
contrast, at the time scales of climate modeling, the daily 
changes in pressure can be neglected and the average pres-
sure distribution can be used. 

Atmospheric temperature is related to altitude in a com-
plex manner (Figure 3) (3). At lower altitudes (troposphere), 
air temperature decreases with increasing elevation. Con-
vection currents cause air to flow from the Earth’s surface 
to higher elevations. At higher elevations, the air pressure 
decreases, causing volume to expand and exert adiabatic 
work on the surroundings, thereby cooling the air. From 
simple thermodynamic calculations, this rate of cooling — 
the lapse rate — is 9.8°C/km for dry air. For wet air, the 

lapse rate is less (about 5°C/km) because the latent 
heat of the condensing water can provide some of the adia-
batic work.

At higher altitudes, the temperature can increase with 
height. Some solar wavelengths are absorbed directly by 
water vapor, oxygen, and ozone, so the atmosphere is 
directly heated by sunlight. Temperatures in the stratosphere, 
which contains approximately 10% of the atmosphere’s 
mass, typically range from 200 K to 270 K.

Oceans
Figure 4 (4) shows typical seawater properties (tem-

perature, salinity, density) as a function of depth. The upper 
1,000 m are the most dynamic, whereas depths below that 
are much more stable. The surface seawater is warmer 
and has lower density, which reduces the tendency for the 
surface water to mix with deep waters. The surface is more 
saline than the depths, because water evaporates from the 
surface, thereby concentrating the salt.

Figure 5 (5) shows the impact of seasons on the tempera-
ture profile of the ocean at different latitudes. The tempera-
tures in the tropics do not vary significantly with seasons, 
whereas temperatures at middle latitudes and the poles 
vary more. Warm surface waters provide energy that drives 
cyclones (e.g., hurricanes, typhoons). 

Blackbody radiation
A blackbody is an object (solid, liquid, gas) that absorbs 

all radiation of all wavelengths falling on it. A good approxi-
mation to a blackbody is graphite or lampblack. An ideal 
blackbody is a hohlraum, a hollow cavity with a small hole 
(Figure 6). Any radiation that passes through the hole will be 
reflected multiple times within the cavity until it eventually 
is absorbed by the walls.

A blackbody is reversible. Not only does it absorb radia-
tion, but it emits radiation as well. The molecules that com-
prise the walls of the hohlraum vibrate because they contain 
thermal energy. A fundamental principle of physics is that 

p Figure 4. The physical properties of seawater vary with ocean depth. These 
curves are for the Atlantic Ocean at a latitude of 20 deg. south. Source: (4).
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an accelerating charge emits photons; thus, the charged 
particles (electrons, protons) that comprise the wall emit 
photons as they accelerate during thermal vibrations. The 
distribution of thermal vibrational frequencies is affected 
by temperature; at high temperatures, the charged particles 
vibrate more rapidly, while at low temperatures, they vibrate 
more slowly. The distribution of emitted photons is affected 
by the distribution of thermal vibrational frequencies, which 
is determined by temperature. 
 For a blackbody at a uniform temperature, the emis-
sion of photons has a characteristic temperature-dependent 
wavelength distribution, i.e., the number of photons emitted 
at a particular wavelength during a unit of time. Each photon 
carries energy (E = hc/λ), so the distribution of photon 
wavelengths also describes the amount of power emitted at 
each wavelength. 
 According to Planck’s law, the spectral radiance B per 
unit wavelength is:

where h is Planck’s constant (6.6260700×10−34 J-sec), c is 
the speed of light (299,792,458 m/sec), k is Boltzmann’s 
constant (1.380648×10−23 J/K), λ is wavelength (m), and B
has units of W/m2-sr-m where sr is a steradian, a measure of 
solid angle.
 Planck’s law can be integrated over all wavelengths to 
give the Stefan-Boltzmann equation:

where J is the energy fl ux (J/sec-m2 or W/m2), σ is the 
Stefan-Boltzmann constant (5.670373×10–8 W/m2-K4), and 
T is the absolute temperature (K). Real materials do not fol-
low the idealized Stefan-Boltzmann equation, so an empiri-
cal emissivity e is introduced:

where 0 < e < 1. The emissivity depends on the wavelength 
and also the material. For example, polished silver has an 
emissivity of 0.02 whereas the emissivity of graphite is 0.98. 
Most of the Earth’s surface is ocean, which has an emissivity 
of 0.984 (6); thus, much of Earth’s surface is well approxi-
mated as a blackbody. 
 As explained in the previous article (p. 15), the solar 
constant — the energy fl ux above Earth’s atmosphere — is 
1,361 W/m2. When the solar energy fl ux hits the Earth, it is 
intercepted by the projected area of the Earth, a circular disk 
(A = pr2). As the Earth rotates, this intercepted solar energy 
is distributed over the Earth’s surface, a sphere (A = 4pr2). 
Thus, the average energy fl ux hitting the outer atmosphere is 
one-fourth, or 340 W/m2. The Earth’s albedo — the frac-

tion of the energy that is refl ected from the Earth — is about 
0.306, so about 104 W/m2 is refl ected into space. Based on 
these considerations, the net solar energy fl ux on the Earth’s 
surface is 236 W/m2 (Figure 7). 
 If the atmosphere were transparent to infrared radiation 
(Figure 7a), the average temperature of the Earth would be 
easily calculated by rearranging Eq. 6:

 As described in the previous article, the current aver-
age global temperature is 15°C (288 K), or 33 K warmer. 
Clearly, the absorption of infrared radiation by greenhouse 
gases plays a signifi cant role in warming the planet. 
 Using the known average temperature of the Earth, the 
average energy fl ux emanating from the Earth’s surface can 
be calculated from Eq. 6:

 This energy fl ux emanating from the Earth’s surface 
(384 W/m2) is substantially greater than the average solar 
energy fl ux reaching earth (236 W/m2). The difference, 
148 W/m2, is energy recycled from the atmosphere to the 
Earth’s surface (Figure 7b).

Spectroscopy
 Spectroscopy is the study of the interaction of matter 
with particular wavelengths of radiation through absorp-
tion and emission. This fi eld has particular relevance to 

p Figure 7. Solar energy impinging on Earth is reemitted as infrared radiation. 
(a) If the atmosphere were transparent to infrared radiation, all of the incident 
radiation would be reemitted. (b) However, the atmosphere contains greenhouse 
gases and recycles some radiation back toward the Earth’s surface.
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global warming because radiation is the only heat transfer 
mechanism that warms or cools the Earth; conduction 
and convection do not operate in the vacuum of space. 
Furthermore, the incoming and outgoing radiation inter-
act with Earth’s atmosphere in complex ways that affect 
global temperature. 

In conventional ultraviolet-visible (UV-VIS) spectros-
copy, a liquid sample is placed in a cuvette and a beam 
of single-wavelength light is passed through the sample. 
As molecules absorb light, photon energy is converted to 
internal energy irreversibly, i.e., the internal energy cannot 
be converted back into UV-VIS photons. The energy levels 
of the incoming high-energy photons are very different 
from those of the outgoing low-energy thermal photons; 
therefore, interconversion is not possible. In contrast, in the 
infrared (IR) region, the energy levels of the incoming and 
outgoing photons are very similar, so the process is partially 
reversible — some of the outgoing low-energy thermal 
photons are reabsorbed by neighboring molecules. In this 
discussion, only the initial absorption is described, not the 
reabsorption of low-energy emitted thermal photons.

The Beer-Lambert Law relates the attenuation of light 
to the properties of the material through which the light is 
traveling (Figure 8). 

In conventional UV-VIS spectroscopy, the change in 
light intensity I per length z is first-order in the concentra-
tion c (mol/m3) of the molecule and first-order in the light 
intensity at a given position in the cuvette of total length L:

where k is a proportionality constant. 
It is traditional to use common logarithms rather than 

natural logarithms:

and make the following term-by-term substitution:

where A is the absorbance and e is the molar extinction 
coefficient (a measure of how strongly a chemical species 
absorbs light at a particular wavelength). (Note that the 
molar extinction coefficient is different from the emissivity 
discussed earlier; traditionally, both quantities are repre-
sented by e.) 

Although this relationship is usually applied to liquids, it 
is also valid for gases:

where PA is the partial pressure of Species A, R is the univer-
sal gas constant, and T is the absolute temperature. 

Equation 10 indicates that as the partial pressure of 
Species A increases in a gas mixture, a greater fraction 
of light intensity is absorbed. At high partial pressures of 
Species A, nearly all of the light is absorbed in length L; at 
low partial pressures of Species A, only a small portion of 
light is absorbed in length L.

t Figure 8. The Beer-
Lambert Law describes  
the absorption of light.
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p Figure 9. Radiation transmitted through the atmosphere. (a) Incoming solar 
radiation measured at the Earth’s surface; outgoing infrared radiation measured 
above the atmosphere. (b) Total adsorption from gases and scattering. (c–h) 
Contributions of each component of the atmosphere. Source: (8).
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 When a gas molecule absorbs radiation, its internal 
energy increases according to the following transitions:
 • electronic — generally UV radiation (<0.4 µm)
 • vibrational — near-IR radiation (0.7–20 µm)
 • rotational — far-IR radiation (>20 µm).
 Photon absorption is quantized, i.e., only certain fre-
quencies resonate with a particular molecule. In Earth’s 
atmosphere, very little absorption occurs in the visible range 
(0.4–0.7 mm), which is in the gap of most electronic and 
vibrational transitions of gases (7). Gases that absorb where 
most terrestrial radiation is emitted (5–50 mm) are called 
greenhouse gases (GHGs). Figure 9 (8) shows the absorption 
spectra for the most important greenhouse gases. 

Incoming solar radiation
 Figure 9a shows the distribution of visible wavelengths 
of solar energy above the atmosphere. Figure 10 (9) shows 
the distribution of solar energy wavelengths at a higher 
resolution. Although the sun’s surface temperature is not 
uniform, the distribution is well represented by a blackbody 
at 5,778 K. Most of the solar radiation (70–75%) reaches 
the Earth’s surface unimpeded, except for some absorption 
primarily by water vapor but also by oxygen, carbon diox-
ide, and ozone. Figure 9h shows the amount of solar energy 
affected by Rayleigh scattering from air molecules, which 
is responsible for the blue color of the sky. Figure 9b shows 
the combined impact of absorption by greenhouse gases 
(Figures 9c–g) and scattering (Figure 9h).

Outgoing infrared radiation
 In Figure 11 (7, 10), the jagged green line shows the 
emission spectrum measured by a satellite looking down 
on Earth. Superposed on this emission spectrum is a series 
of smooth dashed-line curves, each corresponding to 
the emission spectrum of blackbodies at a specifi c tem-

perature. Depending on the wavenumber, the green emission 
spectrum overlays closely with a particular blackbody tem-
perature. For example, water vapor (400–550 cm–1) over-
lays with T1 = ~270 K and carbon dioxide (630–700 cm–1) 
overlays with T2 = ~215 K. 
 The concentration of carbon dioxide is uniform through-
out the atmosphere. At very high elevations, the partial pres-
sure of carbon dioxide is so miniscule that it has negligible 
impact on radiation. At low elevations, its partial pressure is 
so large that the atmosphere is essentially opaque at wave-
lengths where carbon dioxide absorbs. An idealized effective 
opaque height can be defi ned as the height below which the 
atmosphere is opaque and above which it is transparent. The 
blue bar in Figure 11b represents the height of the opaque 
layer for carbon dioxide. According to the lapse rate graph, 
this height corresponds to the tropopause and a temperature 
of T2 = ~215 K. 
 Unlike carbon dioxide and other greenhouse gases, the 
concentration of water vapor is not uniform throughout the 
atmosphere. Water readily condenses to form clouds, so at 
very high elevations, its partial pressure is miniscule. For 
this reason, the effective opaque height for water vapor, 
depicted by the blue bar in Figure 11a, is much less than that 
of other greenhouse gases and corresponds to a temperature 
of T1 = ~270 K. 

p Figure 10. Solar energy above the atmosphere (yellow) and at sea level (red). 
Source: (9).
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 The spectrum has two atmospheric windows 
(780–1,000 cm–1 and 1,080–1,275 cm–1, which overlay with 
T0 = ~295 K) where very little infrared radiation is absorbed 
by the atmosphere, so the effective opaque height is zero. 
The measured emission spectrum corresponds to black-
body radiation emitted at the Earth’s surface temperature of 
T0 = ~295 K. The two atmospheric windows are graphically 
illustrated by Figure 11c.

Simple conceptual model of global warming
 Figure 12 illustrates a simple conceptual model that 
describes radiative transfer in the atmosphere. Above the 
effective opaque height, the atmosphere is modeled as 
completely transparent. Below the effective opaque height, 
a portion of the infrared radiation emitted from the Earth’s 

surface is recycled back to the Earth. The upper surface 
of the opaque atmosphere is modeled as a blackbody that 
radiates outwardly into space. As previously described, 
the net amount of energy that reaches and leaves the Earth-
atmosphere system is 236 W/m2. 
 Figure 12a depicts the current situation assuming the 
Earth is thermally balanced. The net solar energy input is 
balanced by the same amount of infrared radiation emit-
ted from the surface of the opaque atmosphere, which is 
at 255 K. The current surface temperature of the Earth is 
288 K; at this temperature, the Earth radiates 384 W/m2, of 
which 148 W/m2 is recycled. 
 Figure 12b shows the situation when the partial pressure 
of greenhouse gases increases, which increases the effective 
opaque height. The lapse rate is the same as in Figure 12a, 
so the surface temperature of the opaque atmosphere is 
lower. This reduces the infrared radiation emitted from the 
surface of the opaque atmosphere below the incoming solar 
energy — thus, the system is not in energy balance. Ther-
mal energy is stored within the opaque atmosphere causing 
the temperatures of the atmosphere and Earth’s surface 
to increase. 
 Figure 12c shows the system after a new thermal equilib-
rium is established. The temperatures of the atmosphere and 
the Earth’s surface have both increased by 2 K. The surface 
of the opaque atmosphere has returned to 255 K, which emits 
infrared radiation that matches the incoming solar energy. 
 Figure 12 illustrates the fundamental mechanism behind 
global warming. As greenhouse gases are emitted into the 
atmosphere, the effective opaque height increases. At greater 
heights, the Earth’s atmosphere is colder, which reduces 
infrared radiation from the surface of the opaque atmo-
sphere, thus throwing the system out of balance. As thermal 
energy is stored within the atmosphere, the temperature of 

p Figure 12. This simple radiative model describes global warming. (a) Current temperature and emitted energy assuming thermal balance. (b) The addition of greenhouse 
gases increases the e� ective opaque height and causes the system to go out of thermal balance. (c) New temperature and emitted energy assuming thermal balance.
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the opaque atmosphere increases until infrared emissions 
match the incoming solar energy. In this process, the Earth’s 
surface temperature increases as well.

Atmospheric radiative transfer modeling 
 Although the physics of radiant absorption and emission 
are conceptually simple, the detailed interactions between 
radiation and multiple greenhouse gases at elevations within 
the atmosphere are very complex. As described by Eq. 10, 
the absorption characteristics depend on the temperature 
and partial pressure of each greenhouse gas at each point in 
the atmosphere. When a gas molecule absorbs radiation, the 
radiation is converted to internal energy that is transferred to 
neighboring molecules. Those warmed molecules, in turn, 
reemit radiation, which other gas molecules absorb, and so on.
 Because of the importance of atmospheric radiative 
transfer, numerous sophisticated computer models have been 
developed (11). Of these, one of the most popular for climate 
modeling is MODTRAN, which has been validated against 
satellite data and is available free (12). 
 Using measured concentrations of greenhouses gases 
averaged over the Earth’s atmosphere, MODTRAN can 
determine the radiant forcing caused by greenhouse gases 
(Figure 13) (13). The United Nations Intergovernmental 
Panel on Climate Change (IPCC) defi nes climate forcing as 
an externally imposed perturbation in the radiative energy 
budget of the Earth climate system, e.g., through changes in 
solar radiation, changes in the Earth’s albedo, or changes in 
atmospheric gases and aerosol particles. Since 1979, radiant 
forcing has been increasing nearly linearly. 
 Figure 14 (14) places the greenhouse gas forcings in the 
context of other forcings that warm or cool the planet. Over-
all, the radiative forcing in 2011 is estimated to be 2.3 W/m2

higher than in 1750, which the IPCC defi nes as preindustrial. 
 The expected temperature rise F from this added net 
radiative forcing can be calculated by differentiating the 
Stefan-Boltzmann equation: 

 According to this calculation, an additional 2.3 W/m2

of forcing should increase the global average temperature 
by 0.64 K. 

Feedback
 The addition of greenhouse gases to the atmosphere 
is a forcing that acts directly on Earth’s climate. Numer-
ous feedback mechanisms can either accentuate (positive 
feedback) or mitigate (negative feedback) the forcing. 
For example, rising temperatures melt sea ice, thereby 
allowing the underlying ocean water to absorb more sun-
light, which reduces the albedo (positive feedback). On the 

 Figure 14. In 2011, net total radiative forcings 
due to human activity relative to 1750 (which is 
defined as preindustrial) are estimated to be 
2.3 W/m2. Source: (14). 
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Table 1. Positive feedback mechanisms increase global 
warming, while negative feedback mechanisms 

reduce global warming.
Positive Feedback

Increases Global Warming
Negative Feedback

Reduces Global Warming

Atmospheric water vapor Increased plant growth

Melted ice Biosequestration

Methane release Ocean sequestration

More-frequent forest fires Formation of seashells

Release of CO2 from oceans Blackbody radiation

Increase in high, thin clouds Increase in low, thick clouds
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other hand, higher carbon dioxide concentrations enhance 
plant growth, which sequesters more carbon (negative 
feedback). Table 1 lists various positive and negative 
feedback mechanisms.

Feedback can be quantified by:

where DTmeasured is the actual global temperature change, 
DTcalc is the calculated temperature increase from the 
additional radiant forcing, and f is the feedback factor 
(f > 1 for positive feedback, f < 1 for negative feedback). As 

reported in the preceding article, the average global tempera-
ture was 13.6°C in 1750 and 14.6°C in 2011 — an increase 
of 1.0°C. So: 

According to this calculation, the feedback is positive, so 
the warming trends are accentuated by feedback mechanisms. 

General circulation models
General circulation models (GCMs), sometimes called 

global climate models, simulate the various processes that 
affect climate. They include factors such as solar radiation, 
albedo, atmospheric radiative transfer, circulation pat-
terns in the oceans and atmosphere, water vapor pressure, 
temperature, cloud formation, ice formation, greenhouse gas 
emissions, aerosols, vegetation, and soot deposition onto ice. 
GCMs were first created in the 1950s. Since then, dozens 
have been created by various research groups.

The GCM numerical simulations solve the Navier-
Stokes equations in the atmosphere and oceans coupled 
with energy flows. Obviously, these models are enormously 
complex and require supercomputers to run the code. 
To solve the equations, the Earth is divided into three-
dimensional grids and finite-element techniques are used. 
Horizontal grid dimensions are typically between 250 km 
and 600 km. The atmosphere is simulated using 10 to 20 
vertical layers and the oceans are sometimes represented by 
as many as 30 layers. 

The models describe well-known physical and chemi-
cal processes without the use of fudge factors. However, 
because some processes — such as cloud formation and con-
vection patterns — occur at a length scale less than the grid 
size, a technique called parameterization is employed. For 
example, rather than operate at a grid scale that allows each 
individual cloud to be resolved, a typical or average value of 
cloud cover would be used to describe the clouds within the 
large grid. Modeling clouds is one of the largest sources of 
uncertainty in GCMs and remains a vibrant research topic.

Figure 15a (7) compares climate models (red) to histori-
cal temperature data (black). Contributions of the dominant 
forcings are shown in Figure 15b–e. Temperature varia-
tions from the solar constant (Figure 15b) are very small. 
Volcanic activity (Figure 15c) has a dramatic cooling effect, 
but is short-lived. Natural variability (Figure 15d) results 
from El Niño/Southern Oscillation. Anthropogenic activity 
(Figure 15e) has a dominant warming effect with an inflec-
tion that occurred in 1970. 

Based on GCMs, Figure 16 (15) summarizes our cur-
rent understanding of the energy flows in Earth’s climate. A 
portion of the incoming solar radiation is reflected by clouds 
and the surface. The remaining solar energy is absorbed by 

p Figure 15. E�ect of forcing on global temperature. (a) Observed temperature 
data are shown in black, and the combined e�ects of all forcings are shown in red. 
(b) The total forcings include contributions by variations in solar output, (c) aerosols 
from volcanic eruptions, and (d) natural variability related to El Niño/Southern 
Oscillation. (e) Anthropogenic activities that produce greenhouse gases contribute 
to warming and anthropogenic aerosols contribute to cooling. Source: (7). 
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the Earth. Of the energy that is absorbed, a small portion 
is transferred to higher elevations by convection currents 
and phase changes. The majority of the absorbed energy is 
transferred as infrared radiation. A portion is emitted directly 
to space through the atmospheric window. The remaining 
portion of the emitted infrared radiation is absorbed by the 
atmosphere and is recycled. The recycled energy impinges 
on the Earth, which raises the surface temperature until 
it is suffi ciently high enough to emit to space. Increasing 
concentrations of greenhouse gases impede radiative transfer 
through the atmosphere, causing more energy to recycle, 
which raises the surface temperature. 
 Because the soil and oceans have heat capacity, some 
energy must be retained within the system. The current esti-
mate is that 0.6 W/m2 is the net retention of thermal energy, 
which increases the Earth’s temperature.
 To validate and tune the models, researchers hindcast 
to back-predict historical data. The validated models are 
used to forecast into the future using various scenarios that 
depend on the assumed utilization of fossil fuels, changes in 
land use, etc.
 GCMs are highly nonlinear and highly coupled, which 
makes them behave chaotically. Chaotic systems do not 

behave randomly; rather, they are very sensitive to the 
choice of initial conditions, boundary conditions, and 
parameters. By running multiple models multiple times, 
the average performance does a good job of describing the 
data (Figure 17) (16, 17). Although the focus of GCMs is to 
describe average global temperatures, they describe many 
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other features of climate as well (Table 2). 
Figure 18 (18) shows the GCM simulations with 

(Figure 18a) and without (Figure 18b) human influences. 
With human influences, the models describe the historical 
temperature data very well. However, when the models are 
run without human influences, they describe the histori-
cal temperature data very well only until about 1960. After 
1960, the model without human influences can no longer 
describe the data. This result is easily understood. Before 

1960, the net human influence on average atmospheric 
temperature was small and remained below natural variabil-
ity. However, after 1960, human activity has been powerful 
enough to increase average atmospheric temperature above 
natural variability. (The pivotal significance of 1960 is also 
illustrated in Figure 4, p. 15, of the preceding article, on cli-
mate observations. Prior to 1960, temperature and total solar 
irradiance were well correlated; however, after 1960, they 
were no longer correlated.)

Let’s look at carbon dioxide as a driver of climate 
change. The preindustrial carbon dioxide concentration in 
the atmosphere was 280 ppm (5.10×1016 mol). In 1960, it 
was 317 ppm (5.77×1016 mol), and in 2020 it was 415 ppm 
(7.55×1016 mol). Of total carbon dioxide emissions, only 
27% occurred before 1960. Seventy-three percent of emis-
sions have occurred since then, and have been sufficiently 
large to affect the climate.

The GCM simulations with and without human influ-

p Figure 18. Global climate model simulations with (a) natural and human forcings and (b) only natural forcings. Source: (18).
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Table 2. Predictions of global climate models  
that agree with data.

More warming over land than ocean

More warming in winter than in summer

Cooling of the stratosphere

Warming in the upper troposphere

Increased water vapor

Large warming in the Arctic and less warming in the Antarctic
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ences provide strong evidence that human emissions of car-
bon dioxide and other greenhouse gases are causing global 
warming. In the absence of a controlled experiment, this is 
the best information available. No other hypothesis has been 
able to explain the data.

In climate modeling, an important parameter is the 
equilibrium climate sensitivity — i.e., the equilibrium 
temperature increase that results from doubling the CO2 con-
centration. A recent study estimates the likely equilibrium 
climate sensitivity is between 2.6°C and 3.9°C (19), a range 
that includes 17 of 40 models used in IPCC projections 
(Figure 19) (17). The wide variation in equilibrium climate 
sensitivity indicates that the wide error bands in Figure 17 
are only partly attributed to the inherently chaotic nature of 
climate models. In addition, some of the variation can be 
attributed to fundamental differences in the physics repre-
sented within each model. Compared to the likely equilib-
rium climate sensitivity of 2.6–3.9°C, more models predict 
warmer values than cooler values. In making projections, 
the IPCC uses a large number of models, which reduces the 
impact of outliers on the mean value; however, the outliers 
do impact the reported standard deviation. 

Closing thoughts
Climate science is a well-established scientific field 

that has benefitted from enormous resources devoted to 
understanding the planet’s climate system. Although the 
state of knowledge is not perfect, the state of knowledge 
is quite advanced. 

The data clearly show that the Earth is warming, which 
can be explained both by simple algebraic and complex 
GCM models. Fundamentally, it is quite simple. The addition 
of greenhouse gases impedes radiative heat transfer, caus-
ing radiant energy to be recycled back to the Earth’s surface. 
Ultimately, to transfer this recycled energy to the universe, 
the surface temperature must increase. 

Experimental evidence indicates that the Earth-atmosphere 
system responds in a positive feedback — temperature 
increases directly attributed to additional radiant forcings will 
be amplified and enhance the warming further.
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Impacts of 
Climate Change

Climate change has far-reaching impacts  
now and into the future.

Mark Holtzapple ■ Texas A&M Univ.

The preceding articles in this issue provide evidence 
that global warming is occurring and review the theo-
retical basis for its mechanisms. This article describes 

current and future impacts of this change in climate.

CURRENT IMPACTS

Plant growth
Carbon dioxide concentration has a major impact on the 

growth rates of C3 and C4 plants, as shown in (Figure 1) (1).
C3 plants conduct photosynthesis directly by introducing 
carbon dioxide into the Calvin cycle, the initial product of 
which is a three-carbon compound (3-phosphoglycerate). In 
contrast, C4 plants conduct photosynthesis indirectly using 
a so-called ³carbon dioxide pump” that first produces a 
four-carbon compound (malate), which then releases carbon 
dioxide that enters the Calvin cycle. C4 plants — such as 
corn, sorghum, and sugarcane — expend “pump energy” to 
concentrate carbon dioxide from the atmosphere into their 
cells. At low carbon dioxide concentrations, the carbon diox-
ide pump increases plant growth rates. C3 plants — such as 
rice, wheat, and potatoes — do not have a carbon dioxide 
pump, so they have slower growth rates than C4 plants at 
lower carbon dioxide concentrations. At low carbon dioxide 
concentrations, both types of plants grow more rapidly as 
carbon dioxide concentrations increase; therefore, plants 

help dampen increases in carbon dioxide concentrations by 
removing it from the atmosphere. 

During preindustrial times (prior to 1750), the concentra-
tion of carbon dioxide in the atmosphere was about 280 ppm, 
and C4 plants grew about 1.4 times faster than C3 plants. 
At current carbon dioxide concentrations of approximately 
400 ppm, C4 plants grow about 1.1 times faster than C3 
plants. At higher carbon dioxide concentrations (~450 ppm), 
C4 plants lose their competitive advantage, because the 

p Figure 1. Carbon dioxide concentration has a major impact on the growth rate 
of C3 and C4 plants. (a) Measured rate of carbon dioxide assimilation for each type 
of plant. (b) Growth rate of C4 plants relative to C3 plants. Source: (1).
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energy required to pump carbon dioxide 
does not return sufficient dividends. 

Figure 2 (2) shows the change in leaf-
covered land area from 1982 to 2015 as 
measured by NASA’s moderate-resolution 
imaging spectrometer and the National 
Oceanic and Atmospheric Administration’s 
(NOAA) advanced very-high-resolution 
radiometer satellite instruments. At current 
carbon dioxide concentrations, photosyn-
thesis is not saturated; therefore, higher car-
bon dioxide concentrations have the effect 
of fertilizing plants, allowing them to grow 
more abundantly. More extensive plant 
growth is a negative feedback mechanism 
that mitigates global warming. 

Permafrost
Permafrost is ground that is at or 

below the freezing point of water for two 
or more successive years. Permafrost potential is defined 
by the decadal air temperature — if the annual average 
temperature during a 10-year period was 0°C or below, that 
area was regarded as permafrost (3). Figure 3 (3) shows the 
estimated decline in permafrost potential across the north-
ern hemisphere from 1850 to 2013. Since 1900, approxi-
mately 4 million km2 of permafrost has thawed. 

The permafrost contains enormous quantities of 
biomass that is normally frozen, and hence biologically 
inactive. When the permafrost thaws, biological activity 
resumes. Because the biomass is submerged, oxygen is 
not readily available and anaerobic decomposition occurs, 
releasing carbon dioxide and methane — both potent 
greenhouse gases. Figure 4 (4) shows the tundra landscape 

changing as thermokarst lakes form from thawing tundra. 
Loss of permafrost is a positive feedback mechanism 

that enhances global warming.

Ice
In regions with persistent ice — sea ice, land ice, or 

glaciers — atmospheric temperatures above 0°C will cause 
the ice to melt. 

Sea ice. Figure 5 (5) shows the average amount of 
Arctic sea ice measured by satellite each September, when 
coverage is at its minimum. Sea ice coverage has been 
declining at a rate of 12.9% per decade. These satellite 
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p Figure 4. Thermokarst lakes formed from thawing tundra in Hudson Bay, 
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measurements are consistent with visual observations of 
Arctic sea ice. 

Figure 6 (6) shows the extent of sea ice in 
September 2012, when it was at its all-time minimum. For 
comparison, the yellow outline indicates the average mini-
mum ice coverage over the period of 1979–2010. Visual 
observations clearly reveal that Arctic sea ice is declining. 

The consequence of this decline is a dramatic local 
change in albedo. As noted in the article on climate obser-
vations previously in this issue, ice is much more reflective 
than seawater (Part 2, Figure 5, p. 16), so melting sea ice is 
a positive feedback that exacerbates global warming. The 
impact of this positive feedback mechanism is dramatically 
illustrated by the abnormally high Arctic temperatures in 
February 2018, which were 12.3°C warmer than the aver-
age temperatures from 1951 to 1980 (Part 2, Figure 21, 
p. 22). Unlike in the Arctic, the extent of sea ice around 
Antarctica has fluctuated and has not displayed a long-term 
downward or upward trend (Figure 7) (7).

According to Archimedes’ principle, the mass of ice 

p Figure 6. Arctic sea ice coverage was at a record minimum in September 2012. 
The yellow line represents the average sea ice minimum for 1979–2010. Source: (6). 

p Figure 7. Antarctic sea ice coverage, measured at its minimum in February, has 
been fluctuating. Source: (7). 
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equals the mass of water displaced by the ice. In the case 
of a drinking glass fi lled with ice and freshwater, as the ice 
melts, there is no change in the water level. Because the 
compositions of ice and freshwater are identical, there is no 
volume change when the melted ice mixes with the water. 
In contrast, in the case of ice fl oating in seawater, the salt 
concentrations in ice and seawater are not identical. When 
the melted ice dissolves into the seawater, there is a volume 
change of mixing, which results in a change in sea level. It 
is estimated that if all existing fl oating shelf ice melted, the 
global sea level would rise by about 4 cm. Because it takes 
time to mix melted ice with seawater, it is estimated that 
it will take about 1,000 years for the sea level to rise fully 
from this phenomenon (8). 
 Land ice. Figure 8 (9) shows the volume of land ice 
in Greenland and Antarctica measured by NASA’s Grav-
ity Recovery and Climate Experiment (GRACE) satellites 
since 2002. The rate of loss is 279 km3 and 148 km3 per 
year for Greenland and the Antarctic, respectively. Much of 
the melting land ice ultimately fl ows to the oceans, causing 
ocean levels to rise.
 G laciers. Figure 9 (10) shows the loss of ice and 
snow in reference glaciers around the world. Meltwater 
from glaciers ultimately fl ows to the oceans, causing sea 
levels to rise.
 Figure 10 (11) shows the Muir Glacier in Alaska, 
photographed from the same vantage point in 1941 and 
in 2004. Clearly, a signifi cant loss of ice occurred during 
this period. 

The loss of glaciers has been popularized by the docu-
mentary C hasing Ice.

Sea levels
 Figure 11 (12) shows historical changes in sea levels 
measured by tide gauges starting in 1880. More recently, 
satellites have measured sea levels as well. Sea levels rise 
from melting ice, as described previously, but also due to 

thermal expansion as ocean temperatures increase. 
 Even in the absence of storms, rising sea levels cause 
sea-level cities to fl ood. The term nuisance fl ooding refers 
to low levels of inundation that do not pose signifi cant 
threats to public safety or cause major property damage, 
but can disrupt routine day-to-day activities, strain infra-
structure systems such as roadways and sewers, and cause 
minor property damage (13).
 Such nuisance fl ooding has increased substantially 
since the 1950s (Figure 12) (14). Figure 13 (15) and 
Figure 14 (16) show nuisance fl ooding in Washington, 'C, 
and Miami, FL, respectively, during a king tide, a non-
scientifi c term that describes exceptionally high tide 
events. King tides occur when the moon, sun, and Earth 
align, making them predictable based on the known motion 
of these celestial bodies. King tides are even stronger when 
the moon is closest to the Earth during its perigee (as was 
the case in the fl ooding depicted in Figure 13). These nui-
sance fl oods portend future fl ooding as sea levels continue 
to rise from climate change.

p Figure 11. Sea levels have been rising since the beginning of the 20th century. 
Source: (12). 
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Cyclones
In the tropics and subtropics, warm surface waters drive 

the formation of rotating, organized systems of clouds and 
thunderstorms called tropical cyclones. Once a tropical 
cyclone sustains wind speeds over 74 mph, it is classified as 
a hurricane (in the Atlantic and 1ortheast Pacific), typhoon 
(1orthwest Pacific), or cyclone (South Pacific and Indian 

Ocean). Here we use the term cyclone for all of these events.
Figure 15 (17) shows that ocean surface temperatures 

have increased by 1.0°C since 1900. Figure 16 (18) shows 
the intensity of cyclones measured by accumulated cyclone 
energy (ACE), an index that combines the number of 
systems, their duration, and their intensity. It is calculated 
by squaring the maximum sustained surface wind every six 
hours that the cyclone is a named storm and summing it for 
all storms over the season. On average, this index appears 
to have increased by 70% since 1850; however, because 
early historical data are less complete, it is difficult to make 
a definitive statement. The impact of global warming on 
cyclones is an active area of research. 

In the U.S., the 2017 hurricane season was particularly 
intense. +urricane +arvey caused severe flooding in +ous-
ton, TX  (Figure 17) (19). Nearly 52 in. of rain fell during 
that storm, which exceeded the previous record (48 in.) for 
the contiguous 48 states set by Tropical Storm Amelia in 
1978 (19). Some regions experienced a thousand-year rain-
fall (Figure 18) — i.e., based on historical rain patterns, such 
rainfall would be expected to occur once every 1,000 years, 
or, stated differently, in a given year, the probability of this 
level of rainfall is 0.1%. This record rainfall occurred after 
500-yr rainfall events were reported to have occurred in both 
2015 and 2016 (20). (Some researchers dispute whether the 
2016 occurrence was a 500-yr rainfall event.) 

After catastrophic weather events, a common question 
relates to attribution (21):  “The oft-asked question is whether 
human-caused climate change caused these storms. How-
ever, this is the wrong way of looking at it. Climate change 
reflects a change in the background state in which all weather 
exists. It does not, by itself, cause hurricanes, but it can 
certainly make a hurricane’s impacts worse. Climate change 
can warm the waters which hurricanes use for fuel. Climate 
change can warm the atmosphere allowing for more moisture 

p Figure 15. Annual mean anomalies of ocean surface temperature relative to 
1951–1980. Source: Data from (17).
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to be evaporated and more rain to fall. And climate change 
can melt land ice and expand ocean waters, leading to sea 
level rise and making it easier for coastal areas to fl ood.”

Precipitation 
 As global temperatures rise, more water evaporates 
from the oceans, lakes, and soil, which increases the 
moisture content of the atmosphere, which in turn produces 
more rainfall. Figure 19 (22) shows increases in land area 
of the contiguous 48 states impacted by extreme single-
day precipitation events. Figure 20 (23) shows how the 

total annual amount of precipitation in the contiguous 48 
states has changed since 1900 — increasing an average of 
0.17 in. per decade. Globally, rainfall is increasing on aver-
age 0.08 in. per decade (Figure 21) (23). These increases in 
average precipitation are not distributed uniformly — some 
regions are experiencing more rainfall and others less (24). 

p Figure 17. Hurricane Harvey caused significant flooding in Houston, TX, in 
August 2017. Source: (19).

p Figure 18. The Houston, TX, area experienced a 1,000-year rainfall during 
Hurricane Harvey. In a given year, the probability of this level of rainfall is 0.1%. 
Source: Shane Hubbard, Space Science and Engineering Center, Cooperative 
Institute for Meteorological Satellite Studies, Univ. of Wisconsin–Madison.
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p Figure 21. Global precipitation has increased by about 0.08 in. per decade 
since 1900. Source: (23).
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p Figure 20. Precipitation in the contiguous 48 states has increased by about 
0.17 in. per decade since 1900. Source: (23).
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Droughts
As temperatures rise, moisture evaporates more rapidly 

from the soil, which could result in more droughts. On 
the other hand, this can be offset by more rainfall, as 
described previously. 'rought can be quantified by the 
Palmer Drought Severity Index (PDSI), which employs 
temperature and precipitation data to estimate dryness and 
wetness using a simple physical water balance model. This 
standardized index ranges from –10 (dry) to + 10 (wet). It 
should be noted that defining 
drought is difficult, and there 
is much discussion among 
experts about the best way to 
quantify it (25). 

Figure 22 (26) shows 
the PDSI for the contiguous 
48 states. Positive values 
represent wetter-than-average 
conditions, whereas negative 
values represent drier-than-
average conditions. A value 
between –2 and –3 indicates 

moderate drought, –3 to –4 is severe drought, and –4 and 
below indicates extreme drought. The orange line repre-
sents a nine-year weighted average.

The long-term trend in the U.S. is neither toward 
wetness nor toward dryness. However, the global PDSI 
has been declining since 1950, the first year with reliable 
global records (Figure 23) (27).

Wildfires
Figure 24 (28) indicates that wildfires in the 8.S. have 

increased significantly since 1980. Contributing factors 
include more plant biomass from carbon dioxide fertil-
ization, regional droughts, and earlier snow melts, all of 
which can be caused by global warming. 

Figure 25 (29) shows that the wildfire season — the 
time between the discovery of the first fire and control of 
the last fire — has been lengthening since 1970.

Economic damage
The annual cost of U.S. climate-related disasters 

(drought, freeze, hurricane, wildfire, winter storm, severe 
storm, flooding) with losses of �1 billion or more have 

p Figure 22. Average drought conditions for the contiguous 48 states reveal  
no long-term trend toward wetness or dryness. The orange line represents a  
nine-year weighted average. Source: (26). 
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p Figure 23. Globally, drought conditions have been getting more severe.  
Source: (27). 
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p Figure 24. The amount of land in the U.S. burned by wildfires has been  
increasing since the 1980s. Source: Data from (28).
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increased dramatically in recent decades (Figure 26) 
(30, 31). In 2017, the total cost of U.S. weather-related 
disasters was �306.2 billion, which set a new record (30). 
It should be noted that greater economic losses occur not 
only because of climate change, but also increased human 
population and more widespread infrastructure.  

Oceans
 Increasing atmospheric concentrations of carbon 
dioxide drive more carbon dioxide into the ocean, where it 
forms carbonic acid and lowers ocean pH (Figure 27) (32).
Figure 28 (33) shows that small reductions in pH dramati-
cally lower the carbonate concentration in seawater, which 
affects the ability of sea creatures (e.g., oysters, clams, 
scallops, conchs, corals), zooplankton (e.g., foraminifera, 
pteropod), and phytoplankton (e.g., coccolithophores) to 
form carbonate shells. Z ooplankton and phytoplankton 
(algae) are part of the intricate food web that supports 

higher life forms, such as fi sh and mammals.
 Increasing ocean temperatures (Figure 15) and 
lower pH have had dramatic impacts on coral. Corals 
are small animals that produce carbonate exoskeletons 
that assemble into reefs, which protect shorelines from 
erosion and create habitats for marine life. Coral bleaching 
occurs when the animal is stressed or dies, leaving behind 
its white exoskeleton, which eventually becomes covered 
in algae (Figure 29). 
 Recently, extensive sections of the Australian Great 
Barrier Reef have been damaged by bleaching caused by 
warming. Figure 30 (34) shows the maximum heat stress 
during the Third Global Coral Bleaching Event. Regions 
that experienced high heat stress between June 1, 2014, and 
May 31, 2017, are displayed. Alert Level 2 heat stress indi-
cates widespread coral bleaching and signifi cant mortality. 
Alert /evel 1 heat stress indicates signifi cant coral bleach-
ing. Lower levels of stress may have caused some bleach-
ing as well. More than 70% of coral reefs around the world 
experienced the heat stress that can cause bleaching and/or 
mortality during the three-year-long global event (34). These 
changes have been documented in the movie C hasing C oral.

p Figure 26. The annual cost of U.S. climate-related disasters (drought, freeze, 
hurricane, wildfire, winter storm, severe storm, flooding) with losses of $1 billion 
or more is continually increasing. Costs are indicated in inflation-adjusted dollars. 
Source: Data from (30, 31).
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p Figure 27. Increasing concentrations of carbon dioxide are driving ocean 
acidification. These measurements were taken in Hawaii. Source: (32).
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Ecology
 Ecology is the branch of biology that deals with the 
interactions between organisms and their environment, 
including other organisms. The interactions between plants 
and animals are exceedingly complex and intertwined. As 
the complex web changes, many unexpected repercussions 
can occur. For example, as temperatures increase, some 
plants fl ower earlier, which may not be properly timed 
with natural cycles for pollinating insects. If plants are not 
properly pollinated, seeds do not form and insects that rely 
on nectar do not thrive, and in turn birds that eat insects or 
seeds decline. 
 In some animals (e.g., alligators, iguanas, silversides 
fi sh), gender is determined by temperature. For example, 
increasing temperatures in the Great Barrier Reef of Aus-
tralia are causing the birth of 116 female green sea turtles 
for every one male (35). The dearth of males to fertilize 
eggs will reduce the long-term survival of this species. 
 Of course, during the past 500 million years, Earth has 
been both colder and warmer than current temperatures, 

and life has continued to thrive at all of these temperatures. 
The concern is that the rapid pace of the change may accel-
erate the extinction of modern species. During the 20th 
century, the rate of temperature increase (0.7°C/century) 
was about 10 times greater than the temperature increase 
during the recovery from the last ice age (36). In a 
business-as-usual scenario, the expected temperature 
increase during the 21st century could be 4°C to 5°C, 
which is about 40 to 50 times greater than historical norms.
 Figure 31 (37) shows the U.S. Dept. of Agriculture 
(USDA) plant hardiness zones based on average annual 
minimum winter temperatures for each region of the U.S. 
The plant hardiness zone map provides a standard defi ni-
tion of climatic conditions relevant to plant growth and 
survival, and it is used by the agriculture industry to defi ne 
what plants grow best in what areas. Between 1990 and 
2015 — a change of only 25 years — the warmer zones 
have moved noticeably northward. This rapid warming also 
has implications for pests and disease. The reduction of 
hard freezes that kill insects allows more insects to survive 

p Figure 30. The National Oceanic and Atmospheric Administration’s (NOAA) Coral Bleaching Alert depicts the maximum heat stress during the Third Global Coral Bleach-
ing Event of 2014–2017. More than 70% of coral reefs around the world experienced the heat stress that can cause bleaching and/or mortality during the three-year long 
global event. Source: (34).
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the winter. For example, warmer climate allows pine bark 
beetles to migrate to higher elevations where the native 
pine trees have not evolved effective defenses like the 
lower-elevation pine trees have. In the U.S., pine beetles 
have destroyed more than 47 million hectares of pine trees, 
which in effect converted the trees from a (living) carbon 
sink to a (dead/decaying) carbon source (38). Furthermore, 
tropical diseases (e.g., dengue fever, malaria, West Nile 
virus) are moving northward (39). 

Deadly heatwaves
Excessively high temperature and humidity make it 

difficult for humans to dissipate body heat, which is par-
ticularly deadly for the elderly and those without access 
to air conditioning. Currently, about 30% of the global 
population is exposed to deadly climatic conditions for at 
least 20 days per year (40).

The most famous examples of deadly heatwaves 
occurred in Chicago in 1995 (approximately 740 deaths), 
Paris in 2003 (~4,870 deaths), and Moscow in 2010 
(~10,860 deaths); however, numerous other examples are 
documented in the literature (40). A meta-analysis of the 
literature describing 783 cases of excess human mortality 
in 164 cities in 36 countries determined combinations of 
temperature and humidity that are lethal. Figure 32 (40)
plots the mean daily surface air temperature and relative 
humidity during lethal heat events (black crosses) and dur-
ing periods of equal duration from the same cities but from 
randomly selected dates (i.e., nonlethal heat events; red 
to yellow gradient indicates the density of such nonlethal 
events). The blue line is the threshold that best separates 
lethal and nonlethal heat events, and the red line is the 95% 
probability threshold; areas to the right of the thresholds 
are classified as deadly and those to the left as not deadly.

Because human heat dissipation via perspiration 
depends both on ambient temperature and humidity, 
temperature alone does not fully characterize a hot day. 
In 1979, Robert G. Steadman developed the heat index, 
a “feels like” temperature that characterizes the impact 
of humidity on human heat dissipation. The heat index is 
defined as the dry-bulb temperature that would feel the 
same if the water vapor pressure were 1.6 kPa. The world-
record heat index (178°F, 81°C) occurred in Dhahran, 
Saudi Arabia, on July 8, 2003, and is shown in Figure 32 as 
a reference point. 

PROJECTED IMPACTS
Figure 33 (41) shows projections of future global tem-

perature increases provided to the Congressional Budget 
Office by the Massachusetts Institute of Technology’s 
(MIT) Integrated Global System Model. This projection 
is very similar to the high-end business-as-usual emission 

scenario RCP8.5 in the United Nations (UN) Intergovern-
mental Panel on Climate Change (IPCC) Fifth Assessment 
Report (AR5) Synthesis Report (42) released in 2014. 
These business-as-usual scenarios assume that popula-
tion growth, increases in living standards, and fossil fuel 
usage continue unabated. By 2100, both MIT and IPCC 
project a temperature increase of about 4°C to 5°C above 
current temperatures. To minimize impacts on ecosystems 
and human economic activity, the UN has recommended 
that global temperature increase be limited to 2°C above 
preindustrial temperatures. Both MIT and IPCC project 
that we will cross this threshold in about 2040, or about 
20 years from now. 

Figure 34 (43) summarizes the potential impacts of 
climate change that occur with temperature changes up to 

p Figure 32. Black crosses indicated lethal combinations of temperature and 
humidity. Conditions to the left of the blue line are considered safe for humans, 
while regions to the right of the red line are considered deadly. Source: (40). 
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5°C. By 2100, if the business-as-usual trajectory contin-
ues, about 74% of the global population will be exposed 
to deadly combinations of temperature and humidity 
(Figure 32) for at least 20 days per year (40). 

Sea level
 The IPCC AR5 Synthesis Report (42) projects that 
under the business-as-usual scenario (RCP8.5), by 2100, 
sea levels will rise by about 0.64 m. (It should be noted 
that this is only a partial projection and does not include 
glacial instability in Greenland and Antarctica.) A rise of 
0.64 m is suffi cient to eliminate about 40� of productive 
land in Bangladesh (44). To preserve coastal cities, mas-
sive civil structures — dikes, dams, fl oodgates, drainage 
ditches, canals, and pumping stations — will be required, 
much like those in the Netherlands. NOAA has a popular 
website that allows visitors to see how much land will be 
lost in coastal cities as sea level rises: coast.noaa.gov/slr. 
 It must be emphasized that the impacts of modern 
carbon emissions extend far beyond 2100. Much of the 
carbon dioxide emitted during the next 100 years will 
remain in the atmosphere for tens to hundreds of thousands 
of years (45). Because of enormous lags in the climate 
system, the full impact of modern emissions will not be felt 

immediately. During the next ten millennia, sea level 
is projected to rise 25–52 m, depending on the emission 
scenario (45). Complete loss of the Greenland and Ant-
arctic ice sheets will increase sea levels by about 7 m and 
58 m, respectively (45, 46). 

Agriculture
 Each plant has an optimal temperature. For example, the 
optimal reproductive temperatures for corn and soybeans 
are 19°C and 23°C (66°F and 73°F), respectively (47). As 
global temperatures rise, adaptive responses include shifting 
agricultural production northward, developing temperature-
tolerant varieties of traditional crops, and switching to 
alternative crops that tolerate higher temperatures. 
 Climate change can result in mild winters that disrupt 
the fl owering cycles of trees and thereby reduce fruit 
yields. Mild winters also allow more insect pests to sur-
vive, which can negatively impact agricultural productivity 
(48). A recent study indicates that losses of major grains 
(corn, wheat, rice) due to insects will increase 10–25% per 
degree celsius of warming, with the greatest impacts in 
temperate regions (49). 
 Farmers will face additional challenges from droughts, 

p Figure 35. Thermohaline circulation is a collection of currents responsible for 
the large-scale exchange of water masses in the ocean. Source: (51).

p Figure 36. The areas in red show permafrost that is thought to have thawed in 
the past 100 years. Source: (3). 
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fl oods, and rising sea levels caused by climate change. For 
example, Bangladesh, India, and Vietnam produce rice in 
low-lying regions that will be fl ooded by rising sea levels, 
which will stress these countries and their large populations. 
 To some degree, these negative consequences of cli-
mate change can be offset by greater plant productivity that 
occurs at high CO2 concentrations. On the other hand, in 
high-CO2 environments, plants produce higher concentra-
tions of carbohydrates and lower concentrations of nutri-
ents (e.g., protein, iron, zinc) (48, 50). And, in high-CO2
environments, insects must consume signifi cantly more 
leaf area to meet their nutritional requirements (48). 

TIPPING POINTS
 A tipping point is a critical condition beyond which 
a signifi cant and often unstoppable change occurs. The 
following sections describe some potential climate change 
tipping points.

Thermohaline circulation
 Thermohaline circulation is large-scale ocean circulation 
driven by global density gradients created by water tempera-
ture (thermo) and salt concentration 
(haline) differences. This system of 
currents transports warm surface 
water from the tropics to northern 
latitudes (Figure 35) (51), and is 
referred to as the ocean conveyor 
belt. Because warm water is less 
dense, it fl oats on the surface. As it 
cools, its density increases and the 
cooled water sinks, completing the 
conveyor belt circuit.
 Because of its northern latitude, 
much of Europe should be cold. 
However, the Gulf Stream thermo-
haline circulation provides thermal 
energy that makes it much warmer. 
If the thermohaline circulation 
were to stop, Western and Northern 
European temperatures would be 
signifi cantly colder, which would 
negatively impact Europe’s ability 
to grow food. Warm surface tem-
peratures (Figure 15), freshwater 
from melting ice, and abundant rain 
reduce the density of surface waters, 
making it more diffi cult for water to 
sink and complete the conveyor belt 
circuit. Changes in the thermohaline 
circulation are implicated in his-
torical abrupt climate change events, 

such as the Younger Dryas (which ended abruptly around 
11,500 years ago) (52). 
 Climate scientists are studying recent changes in the 
thermohaline circulation and are attempting to understand 
whether it is likely to play a role in future climate. A recent 
study determined that the Atlantic meridional overturning 
circulation (AMOC), a system of ocean currents in the North 
Atlantic, has declined by 15% compared to the mid-20th 
century (53). The measured changes are consistent with 
predictions from climate models.

Permafrost 
 As discussed previously, thawing permafrost allows 
microbes to anaerobically digest biomass in the soil and 
release carbon dioxide and the more potent greenhouse 
gas methane. This positive feedback mechanism accentu-
ates global warming. Figure 36 (3) provides an estimate of 
the amount of permafrost that has thawed within the past 
100 years. Figure 37 (54) shows that the amount of carbon 
estimated to be stored in permafrost is roughly equivalent to 
the carbon within total fossil fuel reserves, so carbon releases 
from permafrost have the potential to be very signifi cant.

p Figure 37. Carbon stores and fluxes. Red indicates impact of human activity. Source: climatechange2013.org/images/
figures/WGI_AR5_Fig6-1_errata.jpg in (54).
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Methane hydrates
 Figure 38 (55) shows images of methane hydrates, 
which consist of a gas molecule surrounded by a cage-like 
structure of ice. Figure 39 (56) is the phase diagram for 
these structures. For the ocean temperature profi le shown, 
methane hydrates are stable below 350 m. In very cold 
Arctic waters (–1.8°C), methane hydrates are stable below 
about 250 m. If the temperature is cold enough, they are 
also stable in permafrost. 
 Figure 40 (54) shows the amount of methane hydrates 

found in permafrost and ocean sediments. The amount of 
carbon in methane hydrates is estimated to be signifi cantly 
larger than all of the carbon in conventional fossil fuels 
(coal, natural gas, oil). As the deep ocean warms, some 
methane hydrates will become unstable and will release 
methane gas into the water. Because of the large thermal 
mass of the oceans, warming is very slow. Furthermore, 
most methane hydrates are deep enough to be stable; 
therefore, methane release from deep waters is likely to be 
very slow. Nonetheless, some researchers are concerned 
about methane hydrates in shallow waters in Arctic Siberia, 
which is warming at rapid rates (Figure 21 in the article on 
climate observations, Part 2, p. 22) and has less thermal 
mass than deep waters. Shakhova et al. consider the abrupt 
release of up to 50 Gt of stored methane hydrate highly 
probable at any time, which may cause an approximately 
12-times increase in the atmospheric methane burden with 
consequent catastrophic greenhouse warming (57).
 Figure 41 (58) shows a massive blowhole in Yamal, 
Siberia, which is believed to have resulted from the sudden 
release of methane from melting methane hydrates.

Closing thoughts
 Climate change is often viewed as a concern only for 
the future. This view was correct in the 1950s, but that is 
no longer the case. Numerous datasets indicate measure-
able impacts from climate change: greater plant growth, 
more melting ice, rising sea levels, stronger cyclones, 
greater rainfall, more droughts, longer wildfi re seasons, 
coral bleaching, etc. Some of these impacts may be viewed 
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p Figure 39. Phase diagram for methane hydrates. Source: (56).

p Figure 38. (a) Methane hydrates consisting of a gas molecule surrounded by a cage-like structure of ice are found in cold, deep ocean waters. Source: (55), Jens 
Greinert/GEOMAR. (b) As the deep ocean warms, methane hydrates become unstable and release methane gas. Source: usgs.gov/media/images/burning-gas-hydrates.
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as benefi cial (e.g., greater plant 
growth), but most are negative. 
Many of these negative impacts 
have direct economic conse-
quences, such as damage to coastal 
cities, loss of seafood, and destruc-
tion of valuable timber. Some 
consequences impact ecosystems 
that may not seem to directly 
impact humans, but may impact us 
indirectly. For example, coral reefs 
protect shorelines from erosion and 
thereby provide economic benefi ts.
 Our understanding of the 
scientifi c principles underlying 
global warming allows us to predict 
future consequences of fossil fuel 
combustion and changing land use, 
such as increasing temperatures 
and rising sea levels. If popula-
tion continues to grow at current 
rates, with increasing standards of 
living, and primary dependence on 
fossil fuels, global temperatures 
are expected to increase by 4°C to 
5�C by 2100, which is signifi cant in 
the context of geological tempera-
tures (Figure 12 in the article on 
climate observations, Part 2, p. 18). 
Furthermore, by 2100, sea levels 
are projected to rise by another 0.64 m, which is 2.8 times 
greater than the sea level rise that has occurred since 1880. 
This new sea level will fl ood low-lying coastal lands (e.g.,
Bangladesh) and will require the construction of large 
civil works to protect coastal cities. Because of lags in the 
climate system, the full impact of sea level rise will not 
be felt for many millennia and is projected to be 25–52 m, 
depending on the emission scenario. If carbon dioxide con-
centrations are not stabilized, at the millennial time scale, 
modern cities will be submerged and cannot be protected 
by civil works. 
 In the U.S., the cost of climate-related disasters has 
been increasing in recent years, with 2017 setting a new 
record of �306.2 billion.
 Currently, about 30% of the world’s population is 
exposed to deadly combinations of temperature and 
humidity for at least 20 days per year. If we continue on 
the business-as-usual trajectory, by 2100 this percentage 
increases to about 74%.
 Climate models are not able to predict discontinuities 
that occur should we pass tipping points. Thus, the risk of 
abrupt climate change persists.

p Figure 40. Methane stores and fluxes. Red indicates impact of human activity. Source: climatechange2013.org/
images/figures/WGI_AR5_Fig6-2.jpg in (54).

St
ra

to
sh

er
ic 

OH
 16

–8
4

Tro
po

sp
he

ric
 C

L 1
3–

37

Tro
po

sp
he

ric
 O

H 
45

4–
61

7

Hy
dr

at
es

 2–
9

Liv
es

to
ck

 87
–9

4

Ri
ce

 C
ul

tiv
at

ion
 33

–4
0

La
nd

fill
s a

nd
 W

as
te

 67
–9

0

Fo
ss

il F
ue

ls 
85

–10
5

Bi
om

as
s B

ur
ni

ng
 32

–3
9

Fr
es

hw
at

er
s 8

–7
3

W
et

lan
ds

 17
7–

28
4

Te
rm

ite
s 2

–2
2

Ox
id

at
ion

s i
n 

So
ils

 9–
47

Ge
olo

gi
ca

l S
ou

rc
es

33
–7

5

p Figure 41. This blowhole in Yamal, Siberia, likely formed when methane 
hydrates melted. Source: (58).
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Key Findings of the IPCC

The United Nations (UN) Intergovernmental Panel on 
Climate Change (IPCC) Fifth Assessment Report’s (AR5) 

Summary for Policy Makers (46) provides a succinct discussion 
of current and future impacts of climate change. Its key findings 
regarding future anthropogenic climate change include:
 • Species with limited adaptive response (e.g., coral) are 
most vulnerable.
 • Impacts that have already been demonstrated (e.g., ice 
melting, permafrost thawing, ocean acidification, rising sea 
levels) will be accentuated.
 • Biodiversity is expected to be significantly impacted at 
temperature increases above 3°C.
 • Low-lying coastal zones are most vulnerable.

 • Extreme events (e.g., floods, hurricanes, wildfires) will 
disrupt infrastructure.
 • Competition for potable water will become more severe.
 • Forests are vulnerable.
 • The potential for human conflict is amplified.
 • Negative impacts on health will disproportionately fall on 
the poor.
 • Food systems are at risk, particularly for the poor.
 Interested readers are encouraged to download the 
34-page summary report (ipcc.ch/pdf/assessment-report/
ar5/wg2/ar5_wgII_spm_en.pdf) to explore these and other 
points (including the degree of confidence that these impacts 
will occur) in more depth.
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Solutions to  
Climate Change

A wide array of technologies will be needed  
to deal with the impacts of climate change.

Mark Holtzapple ■ Faruque Hasan ■ Texas A&M Univ.

The preceding articles in this issue discussed cli-
mate observations (pp. 14–23), climate model-
ing (pp. 24–35), and impacts of climate change 

(pp. 36–51). This article discusses society’s response and 
explores some of the technologies that have the potential to 
mitigate or reverse climate change.

Risk
 5isk is defined as the probability of an event occurring
multiplied by the loss should it occur:

5isk Ł Probability î /oss

For example, a chemical plant located on the Gulf of 
Mexico is exposed to risk during the hurricane season. 
Meteorologists monitor satellite data and use weather mod-
els to determine whether a tropical storm will develop into 
a hurricane and make landfall. The engineers who operate 
the plant must assess the probability that the hurricane will 
actually hit their plant and estimate the potential losses that 
might occur. Based on their risk assessment, the engineers’ 
response would range from doing nothing (no response) to 
shutting down the plant and implementing protective mea-
sures (maximum response).

This same process must occur as society decides how it 
will respond to the risks posed by climate change. To predict 

future temperatures, rain patterns, inland flooding, and sea
levels, climate scientists use global climate models (GCMs). 
This information is used to assess the probability that losses 
will occur and the resulting financial impact. Insurance
companies have a particular incentive to assess climate risk 
because they must charge appropriate premiums that ensure 
their future profitability. Society must decide whether to pay
higher insurance premiums or to take prudent protective 
measures that reduce risk.

Values
 Society’s response to climate change goes beyond assess-
ments of risk and financial impacts. 'o we care that millions
of poor people living in low-lying coastal Bangladesh will 
be displaced by rising sea levels, even though they did not 
contribute to the problem" 'o we care that if the current
trajectory continues, sea levels will rise by 25–52 m over 
the next 5,000 years (1) and thereby flood coastal cities and
destroy cultural artifacts" 'o we care that climate change will
doom many species of plants and animals to extinction? How 
we answer these questions reflects the values of our society.

Civil infrastructure projects 
As society decides how to respond to the challenge of 

climate change, it must take immediate remedial action 
in coastal cities that are already feeling its impacts. For 

Copyright © 2020 AIChE
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example, Charleston, SC, and Miami, F/, must spend �200
million and �400 million, respectively, to address nuisance
flooding in which high tides cause flooding even in the
absence of rain or storms (2). 

To protect coastal cities from rising sea levels, large 
investments in dikes, dams, floodgates, drainage ditches,
canals, and pumping stations will be required, much like 
those in Holland. Even inland cities will require higher 
levees to protect them from flooding caused by extreme
rain events.

Improved e�iciency
Most strategies for addressing climate change focus on 

reducing the accumulation of carbon dioxide — the domi-
nant greenhouse gas (GHG) — in the atmosphere. Figure 1 
(3) shows an abatement cost-curve analysis performed by
the consulting company McKinsey. Abatement potential is
the magnitude of potential carbon dioxide reductions that
are technologically and economically feasible to achieve.
Abatement opportunities are spread across the economy, and
abatement potentials and costs vary across geographies.

Almost 40% of the abatement that could be accomplished 
by 2030 could be achieved at negative marginal costs — i.e.,
the abatement technology pays for itself. Many of the low-
cost methods to reduce carbon emissions involve improving 
the efficiency of lighting, motors, compressors, engines, and
heating, ventilation, and air conditioning (HVAC) systems.

Lighting. Improving lighting efficiency is one of the
most cost-effective measures for reducing carbon emissions. 
/ighting accounts for 5� of 8.S. electricity consumption
(4). Figure 2 (5) shows that compact fluorescent lamps
(CF/s) and light-emitting diodes (/E's) are up to seven
and nine times more efficient, respectively, than traditional
incandescent light bulbs. The energy savings are so great and 
the capital investment so little that the cost of carbon abate-
ment is negative — i.e., it is profitable to replace incandes-
cent bulbs with more efficient lighting.
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p Figure 1. This mid-range abatement cost curve for reducing carbon dioxide equivalent (CO2e) emissions indicates that almost 40% of the approximately 3.0 Gt/yr
potential emission reduction by 2030 could be achieved at a negative cost. Source: (3). 

p Figure 2. Compact fluorescent lamp (CFL) and light-emitting diode (LED)
bulbs are significantly more e�icient than traditional incandescent lightbulbs. 
Source: (5).
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 Motors. Electric motors account for 40% of global elec-
tricity consumption (6). /arge electric motors can approach 
100� effi ciency� for example, ABB reported achieving a 
record 99.05� effi ciency for a 44-MW electric motor (7). 
Figure 3 (8– 11) illustrates the effi ciency of smaller elec-
tric motors. Induction motors are ineffi cient, particularly 
at partial load and small scale. New standards are being 
implemented that require manufacturers to increase motor 
effi ciency. Permanent magnet motors are more effi cient, but 
they tend to be more expensive.
 C ompressors. Many electric motors drive compressors 
for air conditioning, refrigeration, and gas compression for 
manufacturing or pipelines. +igh-effi ciency compressors 
reduce the energy required to operate these processes, 
thereby reducing carbon dioxide emissions. 
 An example of a high-effi ciency compressor is the 

rotary gerotor compressor, a type of positive-displacement 
compressor. Figure 4 compares the effi ciency of gerotor 
compressors to conventional compressors (e.g., centrifugal, 
screw, reciprocating) and turboexpanders. Gerotor compres-
sors are very effi cient even at small scale, making distributed 
processing more economically viable. Furthermore, gerotor 
compressors maintain their effi ciency over a wide range of 
speeds (Figure 5), thus providing excellent turndown ratios. 
(D isclosure:  Author Holtzapple is a co-inventor of gerotor 
compressors, expanders, and engines being developed by 
Star5otor Corp.) 
 Engines. Compressors and expanders may be com-
bined to form Brayton cycle engines, which may be used 
in wide-ranging applications such as powering vehicles 
and generating electricity. Adding a recuperator reduces 
fuel consumption in the combustor, which improves energy 
effi ciency. Furthermore, spraying atomized liquid water into 
the compressor inlet allows the compressor to approximate 
isothermal compression (Figure 6). When implemented in 
large-scale gas turbines, these humid recuperated Brayton 

p Figure 3. E� iciencies for induction motors (black) are lower than the 
e� iciencies of permanent magnet motors (blue). Source: Data from (8–11). 
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cycle engines are 58.2� efficient (12). Such high efficien-
cies are possible because these engines approximate the 
Ericsson cycle, which has the same efficiency as a Carnot
heat engine, the maximum allowed by nature (13). 

Humid recuperated Brayton cycles may be implemented 
with gerotor compressors and expanders to create a gerotor 
engine (Figure 7). Although a gerotor engine has yet to be 
constructed, in theory, it would consume much less energy 
than a traditional engine and would hence contribute to low-
ering G+G emissions. The cycle efficiency of such an engine
can be estimated using the component efficiencies reported
in Figure 4. Figure 8 shows the estimated cycle efficiency at
two combustor temperatures (1,500 K and 2,000 K). At all 
power levels, the proMected efficiency of the gerotor engine
far exceeds the efficiency of conventional gasoline engines,
diesel engines, and simple-cycle gas turbines. 

Combined-cycle gas tur-
bines use a Rankine steam cycle 
to capture waste heat from the 
exhaust. The record efficiency for
a combined-cycle gas turbine is 
63.08%, which was achieved at 
1,188-MW scale (14). The gerotor 
engine efficiency is proMected to
exceed this efficiency at much
smaller scales of about 100 kW,
which is suitable for many trans-
portation applications.

H V AC  systems. Currently, 
air conditioners and cooling fans 
consume about 10% of global 
electricity (15). By 2050, demand 
is expected to increase by 350% 
(15). Thus, improving air condi-
tioner efficiency can dramatically
lower energy consumption. 

The atmospheric temperature 

varies widely with seasons and often is too hot or cold for 
human comfort. In contrast, soil and groundwater tem-
peratures (Figure 9) (16) reflect the average temperature of
the atmosphere and have a value close to human comfort. 
Because the groundwater temperature is similar to the 
temperature of a comfortable building, it is a convenient 
source or sink of heat. Figure 10 (17) shows a ground-
source heat pump that functions as an air conditioner 
during the summer by absorbing heat from the home and 
reMecting it to the Earth. 'uring the winter, it functions as

p Figure 7. A gerotor engine is a humid recuperated Brayton cycle with a  
gerotor compressor and expander. Source: StarRotor Corp.
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in the recuperator, exceeds other engines’ e�iciencies. Gas turbines are from  
Capstone, Solar Turbines, and General Electric; gasoline engines are from Honda  
(lawn care and marine) and Volvo (marine); diesel engines are from Caterpillar  
and Wärtsilä. Source: StarRotor Corp.
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a heater by absorbing heat from 
the Earth and rejecting it into the 
home. Because the Earth tem-
perature is similar to the interior 
temperature of the home, the 
temperature differences are low, 
allowing heat to be pumped with 
modest electricity input. Wide-
spread implementation of such 
systems would greatly reduce the 
amount of fossil fuels burned for 
home heating and cooling. 
 8sing aquifer thermal energy
storage (ATES), the efficiency of
ground-sourced heat pumps can 
be further improved by coupling 
them to two groundwater zones, 
each serving as an energy storage 
system (18). C harging phase:
'uring the summer, =one 1 is
heated by circulating aquifer 
water through a solar collec-
tor. 'uring the winter, =one 2
is cooled by circulating aquifer 
water through a cooling tower. 
D ischarging phase: 'uring the
winter, =one 1 is used to warm
the home, and during the summer, 
=one 2 is used to cool the home.

Carbon-neutral electricity
Figure 11 (19) shows the 

levelized cost of electricity 
(/COE) for various electricity-
generating technologies. /COE is
the net present value of electricity 
during the life of an electricity-
generating technology and is 
considered the breakeven price of 
electricity for each technology. 
 1uclear fission. The first
commercial nuclear power plants 
were built in the mid-1950s. Most 
commercial plants use enriched 
2358, which provides energy from
fission reactions that break large
nuclei into smaller nuclei. 8nfor-
tunately, only 0.72% of the ura-
nium in natural ores is 2358, with
2388 accounting for most of the
remainder. At current consumption 
rates, conventional uranium ores 

p Figure 10. A ground-source heat pump can provide heating and cooling. Source: (17). 
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p Figure 11. Unsubsidized levelized cost of electricity from various sources. Source: (19).
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can supply uranium for about 230 years, while the uranium 
in the oceans can supply uranium for 60,000 years (20). 
8sing breeder reactors, which create fissile fuels from 2388,
uranium supplies are sufficient for 30,000 years (conven-
tional ore) and 7.8 million years (oceans). 
 Breeder reactors can also produce fissile materials from
232Th. Thorium ores are three times more abundant than ura-
nium ores and can provide over 1,000 years of energy while 
generating less waste than uranium fission.
 When introducing nuclear power to the market in the
1950s, /ewis Strauss (chairman of the 8.S. Atomic Energy
Commission) claimed that it would be 
too cheap to meter� however, his predic-
tion did not materialize. Other forms of
energy are less expensive than nuclear 
power, as shown in Figure 11. The 
development of small modular reactors 
(SM5s) may reduce the cost of nuclear
power by achieving economies of scale 
through mass production techniques.

N uclear fusion. The preferred nuclear 
fusion reaction produces helium from 
the fusion of deuterium and tritium. 
'euterium is found in essentially infinite
quantities in seawater and tritium can be 
bred from lithium, an abundant element. 
So far, an economical method for con-
trolled nuclear fusion has not been iden-
tified. +owever, the federal government
and private industry (e.g., /ockheed
Martin, Commonwealth Fusion Systems,
General Fusion) continue to research 
this possibility (21).
 In the 1970s, ProMect PACE5
proposed to detonate two 50-kiloton 
nuclear bombs per day in steam-filled
salt domes, which would produce about 
2 GW of electricity through conventional
steam turbines. 
 Famously, in 1989, Pons and Fleish-
man claimed to perform nuclear fusion 
in a tabletop electrochemical reactor, a 
process they termed cold fusion. Their 
claims were highly controversial and 
were discredited by many� however,
research continues as rebranded low-
energy nuclear reactions (/E15).

W ind. Wind is among the least expen-
sive sources of electricity. Figure 12 
(19) shows that the cost has decreased 
recently, and it is now competitive 
with fossil energy. Figure 13 (22) shows 

that this energy resource is located primarily in the central 
8.S. and along the coasts. Wind power is proportional to
the cube of velocity, so the economics strongly depend 
on wind velocity.

Solar. At grid scale, solar energy is produced by photo-
voltaics (PV) and so-called power towers, in which a field
of mirrors concentrates solar energy onto a tower that heats 
a working fluid in a 5ankine cycle. Figure 12 shows that the
cost of solar PV has decreased dramatically, and it is now
competitive with fossil energy. Figure 14 (23) shows that 
solar resources are concentrated mainly in the southwestern 

p Figure 13. The highest wind speeds occur in the central U.S. and along the coasts. Source: (22). 
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p Figure 14. The southwestern U.S. receives the highest levels of solar radiation. Source: (23). 
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8.S. The yellow box in Figure 15 represents the amount of 
land area that could meet current 8.S. electricity demand if 
it were completely covered in PV cells, assuming that 10� 
of the solar energy is delivered to the consumer.
 G eothermal. A few regions of the 8.S. have abundant 
geothermal energy that can be converted to electricity 
using the Rankine cycle. Typically, geothermal energy 
is practical only near tectonic plates (e.g., California) 
where the heat is available at shallower depths. Among 
nations, Iceland produces the greatest percentage (30�) 
of its electricity from geothermal sources. Because the 
temperatures are low, the conversion of heat to electricity 
is fairly low (10–23%). 
 Biomass. Wood waste and black liquor from paper pulp-
ing is combusted to make heat for Rankine cycle engines. 
In 2018, the combustion of woody and waste biomass 
accounted for one-quarter of all 8.S. renewable energy. 
 D istrib ution. Generally, solar, wind, and geothermal 
resources are distant from population centers, requiring 
transportation for their use. The most economical method to 
transport electricity long distances is via high-voltage direct-
current (+V'C) transmission lines. At 800 kV, only 2.6� 
losses occur over a distance of 800 km (24). 

Electricity storage 
 Currently, wind and solar energy provide only 7.3% 
and 1.8� of 8.S. electricity, respectively (25). Figure 16 
(26) shows that electricity generation from these energy 
sources has been increasing rapidly, a trend that is projected 
to continue. Wind and solar energy are available intermit-
tently, so conventional gas turbines are used as backup 
power to match electricity production with demand. This 
is an acceptable interim solution� however, it is expensive 
to invest capital in both gas turbines and wind/solar power, 
each of which is used intermittently. Furthermore, gas 
turbines typically burn natural gas, which contributes to car-

bon dioxide emissions. Ideally, the future grid will employ 
increasing amounts of electricity storage to match intermit-
tent production with demand. 
 Pumped hydraulic storage. This method pumps low-
elevation water to a high-elevation lake. 'uring the charge 
cycle, the equipment functions as a motor/pump, and during 
the discharge cycle it functions as a generator/turbine. These 
systems have large capacity and good round-trip effi ciency 
of approximately 80�� however, they are limited to hilly 
geographies (27). Pumped hydraulic storage comprises 
about 95% of current energy storage systems (28). 
 C ompressed- air energy storage. 'uring the charge 
cycle, a motor/compressor is used to store compressed air in 
sealed caverns. 'uring the discharge cycle, the compressed 
air is combined with fuel, combusted, and expanded in a 
gas turbine to drive a generator. Alternatively, it is possible 
that a motor/compressor (charge) can also function as a 
generator/expander (discharge) and recover energy without 
the need to combust fuel. 
 Batteries. Numerous battery technologies can store 
electrical energy. However, they often contain toxic materi-

p Figure 15. The entire U.S. electricity demand could be supplied by photovoltaic 
(PV) cells covering the area in the desert Southwest represented by the yellow box 
(assuming 10% of incident solar energy is delivered to the consumer). 

p Figure 16. In the U.S., electricity from renewable sources is expected to soon 
exceed that from nuclear and coal. Source: (26). 
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als and have several challenges: low energy densities, low 
power capacity, high maintenance costs, and short cycle life 
(27). Flow batteries have a fixed electrode area that is sized
to provide a given amount of power� the electrolyte is stored
in large tanks, and increasing the tank volume increases the 
amount of energy storage. Molten metal batteries employ 
two molten metals with dissimilar densities and a layer of 
molten salt between them� they are designed to use inex-
pensive Earth-abundant elements and cycle repeatedly with 
little degradation in performance (29). (For an in-depth 
treatment of battery electric storage, see the special section 
on that topic in the May 2020 issue of C EP. — Editor)

Fuel cells. Water can be electrolyzed to hydrogen and
oxygen (charge) and then reacted to form water and electric-
ity (discharge). 8nfortunately, the cycle efficiency is low
(27). (For an in-depth treatment of fuel cells, see the special 
section on that topic in the July 2016 issue of C EP. — Editor)

Liq uid air. 'uring the charge cycle, liquid air is created
and stored in an insulated tank. 'uring the discharge cycle,
the air is gasified using thermal energy from the surround-
ings (27). This method tends to be inefficient because of
temperature differences in heat exchangers needed to drive 
heat transfer. Although all thermodynamic cycles are nega-
tively impacted by temperature differences in heat exchang-
ers, the problem is exacerbated at cryogenic temperatures.

Thermal storage. Thermal energy — which could be 
supplied from a concentrating solar collector — can be 
stored in molten salts, concrete, or phase-change materials 
and later recovered as electricity through heat engines (27). 

H eat pump storage. 'uring the charge cycle, a heat
pump transfers heat from a low-temperature source (T1) to 
a high-temperature sink (T2). 'uring the discharge cycle,
a heat engine withdraws thermal energy from the high-
temperature sink (T2) to produce electricity while rejecting 
heat to the environment (T3). If the low-temperature source
is waste heat from an industrial process, then T1 > T3. In this
scenario, thermodynamics allows the output of electricity to 
be greater than the input of electricity (30). 

Flyw heels, superconductors, and supercapacitors. These 
technologies have high power densities and are efficient,
but energy densities are low (27). They are best suited for 
instantaneous power conditioning, but are not practical for 
long-term energy storage.

Electrification of transportation
Carbon-neutral electricity can be produced by numer-

ous technologies, as discussed previously. This potentially 
abundant resource can be used to directly power portions of 
the transportation sector and thus avoid the combustion of 
traditional fossil fuels.

Automob iles. Increasingly, automobiles are being electri-
fied. Mild hybrids have a conventional engine, but the starter

and alternator are replaced with a single device (a10 kW)
that assists the powertrain. Fuel economy improves modestly 
(by about 10%) by allowing for regenerative braking and 
for the engine to turn off at stoplights. Hybrids use smaller 
engines that operate closer to peak efficiency. The electric
device is more powerful (a50 kW) and provides a larger
efficiency improvement (by about 25�). Plug-in hybrids
have a large battery that allows for electric-only power 
during short commutes (less than about 40 miles). An 
engine powers the vehicle during long trips. All-electric 
automobiles operate exclusively with stored electricity and 
therefore require large batteries.

Trucking. The Texas Transportation Institute is actively
developing a freight shuttle system in which freight-laden 
trailers ride autonomous transporters powered by linear-
induction electric motors embedded in guideways similar to 
train tracks (31). It is envisioned that this system will greatly
reduce diesel truck traffic on highways and reduce the asso-
ciated air pollution.

Trains. Traditionally, electric-powered trains transport 
people over short distances in population-dense regions. 
This paradigm may be broken by electric-powered hyper-
loop trains, which are being developed to transport people 
and cargo between distant cities at speeds comparable to 
the speed of airplanes. The train is located in an evacuated 
tube that greatly reduces drag (Figure 17). Theoretically, 
this technology would transport a person from /os Angeles
to San Francisco in about 45 minutes while using about
�0.50 of electricity, whereas an airplane would require
about �30 of Met fuel. +yperloop pods containing about
30 people would leave every two minutes during peak 
traffic periods. The technology is being developed by two
startup companies: Virgin +yperloop One and +yperloop
Transportation Technologies.

Planes. As batteries become lighter, there is increasing 
interest in electric-powered airplanes. However, currently 
only short distances are feasible. 

Article continues on next page

p Figure 17. Hyperloop trains are being developed to transport people and cargo 
over long distances at high speeds. Source: PriestmanGoode.
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Carbon-neutral fuels
Although electricity is an excellent form of energy, there 

will always be a need for fuels, a form of stored chemical 
energy that can be released on demand.

H ydrogen. Electrical energy is readily converted to hydro-
gen fuel via water electrolyzers, which are about 82� effi-
cient (32). Alternatively, water can be split thermally through 
a variety of chemistries, such as the sulfur-iodine cycle:

 It is commonly assumed that hydrogen will be
employed by fuel cells, which convert hydrogen back to 
electricity with about 50±70� efficiency (33). 8sing an
electric motor, this electricity can be converted to shaft 
power that propels a vehicle. Alternatively, the vehicle can 
be propelled by shaft power from a conventional internal 
combustion engine. These two scenarios can be compared 
using the following assumptions:
 � grid price of electricity  �0.05/kWh
 � electrolyzer efficiency  82�
 � fuel cell efficiency  60�
 � electric motor/controller efficiency  92�

• fuel heating value = 115,000 Btu/gal
 � automotive engine efficiency  25�.

The equivalent cost of hydrogen that produces the 
same shaft power as gasoline is �0.93/gal, which is attrac-
tive compared to the current cost of gasoline at the refinery
gate (a�1.40/gal).
 For transportation purposes, a significant challenge is
the storage of hydrogen, which has a lower energy density 

than gasoline (Figure 18) (34). To overcome this challenge, 
hydrogen energy can be incorporated into liquid fuels that 
are easier to transport. (For an in-depth treatment of hydro-
gen deployment, see the special section on that topic in the 
August 2019 issue of C EP. — Editor)
 8sing the reverse shift reaction, carbon dioxide can be
reduced to carbon monoxide:

CO2 +  H2 ĺ CO � +2O

A mixture of carbon monoxide and hydrogen is synthe-
sis gas, which is readily converted to liquid fuels, such as 
methanol, mixed alcohols, or hydrocarbons. The 8.S. 1avy
is developing technology to extract carbon dioxide from 
seawater and produce hydrogen by nuclear-powered elec-
trolyzers (35). The resulting hydrocarbons will be used to 
power jet aircraft. A civilian sunlight-to-fuels variant of this 
technology extracts carbon dioxide from the air and pro-
duces hydrogen by solar-powered electrolyzers (36). Carbon 
dioxide is absorbed directly from the air by a dry quaternary 
amine ion exchange resin that is regenerated when water 
washes the resin. 

Biomass. In the 8.S., motor gasoline contains about
10� ethanol, which is derived primarily from corn. Of the

p Figure 18. Hydrogen has a much lower energy density than gasoline.  
Source: (34). 
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p Figure 19. Lignocellulosic biomass can be converted to liquid transportation 
fuels by (a) gasification, (b) pyrolysis, (c) the sugar platform, (d) the carboxylate 
platform, and (e) direct hydrogenation. 
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2019 8.S. corn crop, 29.5� was devoted to ethanol produc-
tion, which required 26 million acres to be planted (37). In 
Brazil, motor gasoline contains about 25% ethanol, which is 
derived primarily from sugarcane. Some Brazilian cars can 
also operate on 100� hydrous ethanol. The 8.S. and Brazil 
account for about 85% of global ethanol production. Both 
countries use feedstocks that compete with food. 
 Biodiesel is produced by reacting fats and oils with alco-
hol (e.g., methanol) to produce a fatty acid ester (product) 
and glycerol (byproduct). In the tropics, palm oil is com-
monly used as the feedstock, while in temperate regions, 
common feedstocks are waste frying oil, animal tallow, 
rapeseed oil, and soybean oil. 
 /ignocellulosic biomass (e.g., wood, grass, agricultural 
residues) is extremely abundant and does not compete 
with food. It is estimated that 1 billion tons per year can 
be obtained for �80/ton or less (38). It can be converted to 
liquid transportation fuels using the following approaches: 
 � Gasifi cation (Figure 19a) partially oxidizes the biomass 
to form synthesis gas (CO � +2), which can be catalytically 
converted to liquid transportation fuels (alcohols, hydro-
carbons). The technology is similar to coal gasifi cation 
practiced in South Africa and natural-gas-to-liquids technol-
ogy practiced in Qatar. 
 •  Pyrolysis (Figure 19b) heats biomass in the absence 
of oxygen to form gas, biochar, and pyrolysis oil. Although 
pyrolysis oil appears similar to crude oil, it has a high oxy-
gen content and is acidic. To be used as a liquid hydrocarbon 
for transportation, it must be upgraded with hydrogen. 
 • The sugar platform (Figure 19c) uses enzymes or acids 
to catalytically convert cellulose and hemicellulose into 
free sugars (e.g., glucose, xylose) that can be fermented by 
microorganisms that are selected based on the desired fi nal 
product. For example, yeast ferments glucose to ethanol, 
which can be recovered using conventional distillation. 
 • The carb oxylate platform (Figure 19d) uses a mixed 
culture of microorganisms typically found in the soil or 
cattle rumen to produce carboxylate salts (e.g., acetate, 
propionate, butyrate) that are recovered and chemically 
converted to refi ned transportation fuels (alcohols, hydro-
carbons). (D isclosure:  Author Holtzapple is a co-inventor of 
the carboxylate platform.) 

 Table 1 (39– 41) compares the estimated costs of these 
four lignocellulosic biomass conversion technologies. 
 Figure 20 is a photograph of sorghum, a drought-
resistant high-yield crop that grows in 35 8.S. states. The 
green box labeled 1î in Figure 21 represents the land area 
required to grow the sorghum needed to supply current 8.S. 
(2019) gasoline consumption (42) of 143 billion gal/yr by 
the carboxylate platform, assuming current automobile effi -
ciencies, a sorghum yield of 15 dry ton/acre-yr, and 70 gal 
of hydrocarbon per dry ton of biomass. This would require 
136 million acres — fi ve times the amount of land currently 
devoted to corn ethanol production. 

Table 1. Economic comparison of 
lignocellulosic biomass conversion processes.

Platform Capital Cost, 
$/GGE

Selling Price, 
$/GGE Reference

Gasification 16 4.50 (39)
Pyrolysis 4–8 2.60 (39)

Sugar 10.40 3.27 (40)
Carboxylate 2.60–3.70 1.00–2.50 (41)
GGE = gallon of gasoline equivalent

p Figure 20. This forage sorghum crop in Texas was grown from seeds planted in 
March and reached a height of about 15 ft by November. 

p Figure 21. The amount of land represented by the green box labeled 1× 
(136 million acres) would be required to grow enough sorghum to supply the 
total 2019 U.S. gasoline demand of 143 billion gal/yr, assuming current automobile 
engine e� iciencies. If automobiles could be made three times more e� icient, the 
land requirement could be reduced to 45 million acres, depicted by the green box 
labeled 3×.
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Article continues on next page
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Automobiles have the potential to be three times more 
efficient by increasing engine efficiency, electrification,
reducing mass, reducing rolling resistance, and reducing 
drag. In that scenario, the required land area (the green box
labeled 3î) would be 45 million acres, or about 1.7 times the
land area currently planted in corn for ethanol. 

Even with these improvements, the required land area to 
grow fuels is substantially greater than the land area needed 
to produce electricity. This reflects the fact that biomass
production is about 1� efficient (sorghum) whereas photo-
voltaics are about 20� efficient. Biofuel processes that can
take advantage of hydrogen input — which can be derived 
from carbon-neutral sources — reduce the acreage required 
to grow biomass. 

•  D irect hydrogenation (Figure 19e) converts biomass 
oxygen to water and biomass carbon to hydrocarbons. 
Approaches include the use of hydrogen-donor solvents (43)
and hydrodeoxygenation catalysts (44). The following reac-
tion uses 'ouglas fir as an example biomass and hexane as
an example hydrocarbon:

6 CH1.45O0.581 +  6.136 H2 ĺ C6H14 +  3.486 H2O

This reaction achieves a theoretical mass yield of 
0.630 g hexane per gram of wood (229 gal hexane per ton 
of wood). In practice, mass yields of 0.25±0.28 g hydro-
carbon per gram of wood have been achieved (44). 
 Annually, the 8.S. produces about 147 million tons of
waste biomass (e.g., municipal solid waste, agricultural 
residues, forestry residues) that have the theoretical poten-
tial to produce about 33 billion gal/yr of hydrocarbons 

through direct hydrogenation. Assuming automotive mileage 
improves threefold as previously discussed, these wastes 
could provide about 70� of 8.S. gasoline consumption.

Algae are being explored as a potential source of liquid 
hydrocarbons. 8nder appropriate growth conditions, about
40% of algae is lipid, which can be extracted and upgraded 
to refined liquid fuels. Algae are highly productive when
grown with enriched carbon dioxide, and they do not 
require prime agricultural land. However, cultivation is 
expensive, and raw algae costs �500 to �3,000 per ton (38). 

Carbon capture 
 Several different strategies may be employed to capture
carbon dioxide.

Biomass. Biomass naturally captures carbon dioxide 
from the atmosphere and sequesters it in the form of wood or 
other plant materials. When plants die, they decompose and
release the carbon back to the atmosphere. This cycle is bro-
ken when biomass is gasified or pyrolyzed to produce bio-
char, a form of carbon that resists biodegradation. Biochar 
(which is similar to charcoal) remains in the soil for hun-
dreds or thousands of years, sequestering the carbon while 
simultaneously improving soil fertility. Thousands of years 
ago, Amazon natives used slash-and-burn to convert trees 
to biochar that was incorporated into the soil to create terra 
preta de indio — rich black Earth with fertility substantially 
greater than that of the surrounding poor soils. Figure 22 
shows that adding biochar to soil can greatly enhance its 
productivity. Typical addition rates are 1.5–4.0 ton/acre. At a 
price of �100/ton, the market size for agricultural biochar is
estimated to be 43.5 million ton/yr (41).

C arb on capture and 
seq uestration. Carbon dioxide 
can be captured from station-
ary emission sources, such as 
cement kilns, ethanol plants, 
sugar mills, paper mills, steel 
mills, refineries, chemical
plants, and power plants. Then, 
the recovered carbon dioxide 
can be pressurized and seques-
tered in the deep ocean, oil 
and gas wells, coal seams, or 
saline aquifers. Sequestering
carbon dioxide from bio-
logical sources (e.g., ethanol 
plants, sugar mills, paper 
mills) depletes carbon dioxide 
from the atmosphere and is a 
potentially impactful method to 
help reduce atmospheric carbon 
dioxide concentrations. 

p Figure 22. Researchers from the Univ. of Tennessee, Knoxville grew soybeans on sands deposited after a flood without 
(left) and with (right) the application of biochar. Credit: Forbes Walker. 
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To create economic value, high-pressure carbon dioxide 
can be used in enhanced oil recovery. Currently, the carbon 
dioxide is sourced from natural formations, such as carbon 
dioxide wells in Colorado. In the future, it is possible that
the carbon dioxide could be sourced from carbon-capture 
facilities along the Gulf Coast (45). 
 /ow-pressure separation (Figure 23a) employs various
technologies to recover carbon dioxide from other gases (e.g.,
nitrogen, oxygen) in a waste stream. Separation methods
typically involve reversible absorption in liquids (e.g., metha-
nol, amines, ionic liquids), reversible adsorption on zeolites 
or metal-organic frameworks (e.g., pressure, vacuum, or 
temperature swing), membranes, or cryogenics (46). 
 Several combustion techniques may be employed to
eliminate the need to separate combustion products (car-
bon dioxide, water) from inerts (nitrogen, argon). Oxy-fuel
combustion performs the combustion with pure oxygen 
rather than air. Chemical looping combustion employs a 
two-reactor system — in one reactor, fuel and metal oxide 
form combustion products and reduced metal, and in the 
other reactor, the reduced metal is oxidized with air, which 
regenerates the metal oxide. 
 In the 8.S., the cost of carbon capture and storage is esti-
mated to be �57±�66/m.t. (coal) and �88±�99/m.t. (natural
gas) (47). 8sing �60/m.t. as a reference price, carbon capture
and storage adds about �27/bbl oil, �3/MMBtu natural
gas, �150/ton coal, and �0.018/kWh electricity (assuming
natural-gas-fired combined cycle at 60� efficiency).

High-pressure separation (Figure 23b) compresses the 
entire waste gas stream, which increases the partial pres-
sure of carbon dioxide and enhances its separation. In this
approach, high-efficiency compressors and expanders
are essential for economical operation. The conventional 
separation methods described above may be employed in 
the separation process, which is intensified because of the
higher pressure. 

C arb on capture and utilization. To avoid the cost of 
sequestration, the captured carbon dioxide can be converted 

to useful products. For example, reacting carbon dioxide 
with excess hydrogen produces synthesis gas (CO � +2), 
which can be converted to many products (e.g., methanol, 
hydrocarbons). Alternatively, feeding the captured carbon 
dioxide to algae ponds enables the production of biodiesel. 

Fuels produced from captured carbon dioxide derived 
from combusted fossil fuels do not permanently mitigate 
global warming, because the combustion of the fuels releases 
carbon dioxide back into the atmosphere. To address this 
issue, some researchers are exploring the conversion of carbon 
dioxide to building materials or polymers that permanently 
sequester the carbon. However, the quantities of these materi-
als are small relative to the volume of carbon dioxide released 
and therefore will have little impact on global warming. Even 
so, many researchers consider carbon utilization as a valu-
able first step toward achieving carbon neutrality. The cost of
carbon utilization varies widely, from ±�90/m.t. (providing a
net profit) to �920/m.t., depending on the technology (48). 

Energy return on investment
 Energy return on investment (E5OI) is the output energy
produced divided by the input energy invested to produce 
the energy. Clearly, for an energy technology to be viable, 
the E5OI must be significantly greater than 1.0. Table 2
(49, 50) compares the E5OI of various energy technologies.
 Among fossil fuels, coal has the highest E5OI (46)

p Figure 23. Processes for capturing and sequestering carbon dioxide can use 
(a) low-pressure separation or (b) high-pressure separation. 
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Table 2. Energy return on investment (EROI)  
must be significantly greater than 1  

for a technology to be viable.
Energy Source EROI

Fossil Fuels (49) 
Coal 46

Oil and gas, non-U.S. 20

U.S. oil and gas 11

Shale oil 7

Tar sands 4

Carbon-Neutral Electricity (49) 
Hydro 84

Wind 18

Nuclear 14

Photovoltaic solar 10

Geothermal 9

Biofuels (50) 
Lignocellulose — carboxylate platform 19

Lignocellulose — sugar platform 15

Lignocellulose — gasification 15

Sugarcane ethanol 9

Biodiesel 2

Corn ethanol 1.3–3.3



64 aiche.org/cep December 2020 Bonus Issue CEP

THINKING ABOUT CLIMATE : PART 5

followed by non-8.S. oil and gas (20). In the 8.S., oil and
gas have a lower E5OI (11). As time passes, the E5OI of
fossil fuels tends to decline as the easy-to-recover resources 
become exhausted and the resources that are more difficult
to recover must be exploited. For example, shale oil (7) and 
tar sands (4) have significantly lower E5OI. The E5OI is
lower if carbon capture systems must be added.
 Carbon-neutral electricity has excellent E5OI. +ydro
(84) has the highest E5OI of any energy source. Wind
(18) and nuclear (14) are higher than 8.S. oil and gas (11),
whereas PV solar (10) and geothermal (9) are only slightly
less. The E5OI is lower if energy storage systems are added.
 Among biofuels, lignocellulose has the highest E5OI
(15±19). Brazilian sugarcane ethanol has a high E5OI
(9), whereas the E5OIs for biodiesel (2) and corn ethanol
(1.3–3.3) are very low.

Geoengineering
Geoengineering (51) involves purposeful large-scale 

intervention in the global climate. 
Remov al of atmospheric greenhouse gases. Trees remove 

carbon dioxide from the atmosphere, so planting trees would 
increase the sequestration of carbon in the wood. Similarly,
proper management of rangelands can enhance carbon 
sequestration in soil (52). Producing biochar from biomass
sequesters carbon in the soil and enhances soil fertility. 
Capturing and sequestering carbon dioxide from biobased 
processes (e.g., the production of ethanol) also removes 
carbon dioxide from the atmosphere. 

The startup company Climeworks (climeworks.com) 
has developed a filter that captures carbon dioxide from the
atmosphere and, when heated to 100°C, releases the carbon 
dioxide for utilization or sequestration.

Fertilizing oceans with iron or other limiting nutrients 
promotes algae growth, which sequesters carbon temporar-
ily. A long-term concern about this approach is that the algae 

will die and deplete oxygen from the ocean as they decom-
pose. This technique remains controversial.

Solar management. Painting roofs or roads with reflec-
tive colors increases albedo and mitigates warming. Spray-
ing fine mists of seawater into the atmosphere provides
nuclei that promote the formation of reflective marine
clouds. Releasing sulfate aerosols into the stratosphere 
simulates natural volcanic processes that provide nucleation 
sites for reflective cloud formation� however, these aerosols
destroy ozone, promote acid rain, and accelerate ocean acidi-
fication. Scattering fine white particles (e.g., CaCO3) into 
the atmosphere reflects some radiation back into space, but
raises concerns about potential ozone depletion. 1ASA has
even proposed shading the Earth with orbiting “parasols.” 

Although solar management has the potential to mitigate 
rising temperatures, it does not address ocean acidification.

Mitigating risk
The broad themes of this special issue of C EP are: 
• Global warming and associated climate change are 

occurring.
• Human activities, particularly since the 1960s, are 

substantially responsible for climate change.
• The majority of consequences from climate change 

will negatively impact human civilization.
• The public, business leaders, and politicians are 

increasingly aware that human-caused climate change 
is occurring.

Climate change poses substantial risk to many traditional 
industries that employ chemical engineers, including the oil 
and gas, petrochemicals, and electricity production sectors. 
Business as usual is not a rational response to these risks� an
appropriate response is essential. Too drastic a response may 
disrupt the economic engine needed to meet the challenge. 
Too little response will ensure that long-term consequences 
of climate change will negatively impact civilization. 

p Figure 24. The adoption of new technologies takes many years, often decades. 
Source: (55).
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Addressing climate 
change is the largest 
technical, economic, 
and political challenge that civilization 
faces. Technologies must function economi-
cally and reliably at a scale that can make an 
impact. Governments must ensure that the 
burdens of addressing climate change are met 
globally in a politically acceptable manner.
 To address climate change, the International
Energy Agency estimates that current global 
energy-sector investments must double to about 
�3.5 trillion per year for the next 35 years (53). 
Although this level of investment seems daunting 
— and it is — it represents 4.0� of the �87.7 tril-
lion global gross domestic product (G'P) in 2019
(54). (As a reference point, the 2019 8.S. defense
budget was 3.4� of 8.S. G'P.) It should be noted
that much of this investment will provide opportu-
nities to engineers who will lead the restructuring 
of the energy economy. 

The energy sector is extremely capital-intensive, 
so change is necessarily slow. Figure 24 (55) shows 
the adoption rate of various technologies. In all
cases, the incubation period was 20–30 years. The 
very capital-intensive industries (electricity, tele-
phone, automobiles) took many additional decades 
before full adoption was achieved.
 The 8nited 1ations recommends that we limit
global temperature change to 2°C above prein-
dustrial levels, which 
will occur in about 
2040 (Figure 32 in the 
previous article, on 
the impacts of climate 
change, p. 45), or 
about 20 years from now. Given the enormity of the lags in 
technology development and large-scale capital deployment, 
we cannot wait until then to address the problem. We must
address climate change now with a sense of urgency. 
 In the near term, we should focus on implementing
“no-regrets” technologies that make sense purely from an 
economic perspective. Examples include the use of energy-
efficient technologies (e.g., lighting, HVAC systems, and 
engines), the conversion of environmental wastes (e.g.,
manure, sewage sludge, municipal solid waste) to indus-
trial chemicals and fuels, the planting of more trees, proper 
management of rangelands, and the sequestration of carbon 
as biochar to improve soil fertility. Eventually, as the public 
demands solutions to climate change and appropriate laws are 
enacted — such as a carbon tax — then other technologies 
(e.g., carbon capture and sequestration) can be implemented. 

Carbon dioxide emissions
Figure 25 (56) shows fossil 

carbon dioxide emissions from 
major emitting nations. China 
became the largest emitter rela-
tively recently as it has undergone 
major industrialization. China 
produces twice the emissions 
of the 8.S., but also has four
times the population. Currently, 
India’s emissions are small, but
its population is nearly the same 
as China’s. Should India undergo
the same degree of industrializa-
tion as China, its emissions will 
increase substantially within the 
next few decades. 
 The 8.S. and European 8nion
have mature economies, and both 
have been reducing their carbon 
dioxide emissions even though 
both economies are growing. 8.S.
reductions have been achieved 
by substituting natural gas for 
coal, as well as installing renew-
ables and increasing efficiency
standards. The European 8nion
has been the most successful at 
decarbonizing its economy, moti-

vated by aggressive 
government policies.

As represented 
by the black line in 
Figure 25, the emis-
sions trajectory of 
the other countries is 

strongly upward. If this trend continues, carbon dioxide emis-
sions will increase significantly into the foreseeable future.

Figure 26 (57) shows the total carbon emissions for the 
top 40 emitters, as well as the carbon dioxide emissions on a 
per-capita basis. 

Figure 27 (58) shows that the carbon intensity of elec-
tricity production varies widely among the major economies. 
Because of their dependence on coal to produce electricity, 
China and India produce electricity with very high carbon
intensity. In contrast, many European 8nion nations have
low-carbon-intensity electricity because they produce elec-
tricity through hydropower (Norway) or nuclear (France). 
Overall, the European 8nion produces electricity with about
half the carbon intensity of China and India. India is not
reducing its carbon intensity, whereas the other three major 
economies are.

Article continues on next page

p Figure 26. Carbon dioxide emissions per country and on a per-capita basis in 2017. Source: (57). 
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Progress
Although fossil fuels continue to be the dominant source 

of energy, some progress is being made toward reducing 
carbon emissions. As shown in Figure 25, European carbon 
dioxide emissions peaked in 1979 and have declined by 30%, 
and 8.S. carbon dioxide emissions peaked in 2005 and have
declined by 13�. The 8.S. is retiring high-carbon electric-
ity from coal and is adding low-carbon electricity from 
renewables and natural gas (Figure 28) (59). Germany has an 
aggressive program to reduce carbon dioxide emissions and in 
2019 produced 46.3% of its electricity from renewables (60). 
 Since 2010, China’s carbon dioxide emissions have sta-
bilized, largely the result of efforts to increase the efficiency
of its coal-fired power plants. Furthermore, China has an
aggressive solar energy program. In 2008, China set a target
of 2 GW from solar photovoltaics by 2020 (61) — however, 
it has already exceeded that target by 100 times (62).

Figures 29 and 30 (63) show global investments in renew-

able energy. China is the largest investor, followed by Europe 
collectively and then the 8.S. Although the size of the invest-
ments and the trends are encouraging, the current investment 
represents 8� of the �3.5 trillion per year required to achieve
a carbon-neutral economy in 35 years (53). 

Closing thoughts
 Our current energy infrastructure — which is based on
the combustion of fossil fuels — has brought enormous 
prosperity. 8nfortunately, staying on this path threatens our
future prosperity. Because change must occur at an unprece-
dented scale, the transformation to a carbon-neutral economy 
is the greatest technical, economic, and political challenge 
yet faced by humankind. All engineering professions will 
play a role in this transformation� however, chemical engi-
neers will play a particularly important role because funda-
mentally the problem originates with chemistry.
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p Figure 27. Carbon intensity of electricity production varies among the major 
economies. Source: Created at (58).
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Our world is being affected by climate change. As the 
changes become more significant, we will have to adapt. 

Chemical engineers are in a special position to explain what 
is happening with our climate and to create and guide tech-
nological responses. That is the essence of AIChE’s updated 
Climate Change Policy (aiche.org/aiche_climate).
 Climate change is likely to disrupt manufacturing, 
agriculture, supply chains, biodiversity, coastlines, cities, 
and entire populations, and it is strongly influenced by 
anthropogenic emissions of greenhouse gases like CO2 
and methane. That conclusion was already accepted by 
many people when AIChE’s Board of Directors set our first 
Climate Change Policy in 2014, yet there was not a suf-
ficient consensus among our members about the predicted 
changes. Choosing to act in areas where we did agree, 
and in the context of the former U.S. policy and develop-
ing regulations to mitigate climate change leading up to 
the Paris Agreement, the 2014 policy focused on AIChE’s 
commitment to be a forum for members about climate 
change, a resource for policy makers, and a source of reli-
able information for the public.
 That policy was suitable until the changes in federal 
climate policy described in CEP’s January 2017 ChE 
in Context column, “Adjusting to Policy Changes: Full 
Reversal in Washington, DC.” The AIChE Board then 
charged the Public Affairs and Information Committee 
(PAIC) to lead an AIChE-wide assessment of the “consen-
sus science” that there is climate change occurring because 
of human activities. As described in the October 2018 ChE 
in Context column, the PAIC’s Climate Change Task Force 
invited AIChE members to critique the U.S. Environmental 
Protection Agency’s (EPA’s) Endangerment and Cause or 
Contribute Findings of 2009 (the “Endangerment Find-
ings”). That assessment’s technical foundations were the 
data and climate modeling by U.S. agencies and the Inter-
governmental Panel on Climate Change (IPCC). Its legal 
foundations were the U.S. Clean Air Act (CAA), the EPA’s 
statutory scope of administrative discretion, and the 2007 
Supreme Court case, Massachusetts v. EPA.
 The PAIC received AIChE members’ input through  
the ChEnected blog and AIChE Engage (engage.aiche.org). 
Members took up the challenge to identify and test criti-
cisms of the Endangerment Findings’ assumptions, models, 
and conclusions. The resulting analyses are posted at  
www.aiche.org/paic-climate-discussions. Several flaws  
and uncertainties were identified, but none changed  
the substantive conclusions about climate change, ulti-

mately supporting the consensus science.
 Based on this participation, the AIChE Board of Direc-
tors approved an updated policy in March 2019, with three 
new parts. First, AIChE recognizes our collective and 
individual responsibilities to society as professionals:
 As a professional society, AIChE must be a source of 
sound information and analysis for its members, for gov-
ernment policy makers, and for the public. AIChE is also 
committed to helping its members and stakeholders create 
and maintain resilient, sustainable processes, products, 
and facilities.
 Second, AIChE’s policy now explicitly affirms the con-
sensus about climate change based on the member review 
and analysis:
 Scientific analysis finds that non-natural climate 
change is occurring and has been strongly influenced by 
human-caused releases of greenhouse gases. Using an 
open, moderated process in 2017–18, AIChE members 
were provided an opportunity to critique the current 
consensus climate science as captured in the U.S. EPA’s 
Endangerment Findings. After listening to all points of 
view and challenges, assessing the climate science based 
on documented evidence, their analysis supported the cred-
ibility of this science.
 Third, the policy draws from the prior two items to 
state our professional responsibilities as chemical engi-
neers toward climate change:
 Adverse climate change poses threats to all of us, both 
individually and as a society. These threats fall squarely in 
the realm of the chemical engineer, who is well-positioned 
to assess the issues and develop solutions through well-
founded engineering and economic approaches.
 Moving ahead, AIChE will tackle the tough questions 
about acting on these visions. How can we best mitigate 
greenhouse gas emissions? How can we, as chemical engi-
neers, help engineer solutions to grand societal challenges 
with climate change as a factor? How can we adapt our 
manufacturing sites and ports for sea-level rise and extreme 
weather events to mitigate risk? More broadly, how do 
we build sustainability and resilience into our resources, 
processes, products, and supply chains, and at what costs? 
How do we help shape the multidisciplinary actions that 
are needed, both technical and nontechnical?
 If you want to help answer and act on those questions, 
please join the work of AIChE’s new Climate Solutions 
Community (aiche.org/climate-solutions), which is dis-
cussed in the article on the next page.

AIChE Updates its Climate Change Policy Statement

Excerpted from CEP, The ChE in Context, July 2019, p. 40.

Phil Westmoreland ■ Past Chair, PAIC 
Mary Ellen Ternes ■ Chair, PAIC Climate Change Task Force
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TCSC Vision 
To promote technically feasible and  
economically viable solutions that mitigate 
and/or adapt to climate change. 

TCSC Mission 
To collaborate with applicable fields of  
engineering and science to develop 
solutions.

TCSC Objectives 
• To engage chemical engineers to improve
their versatility and formidable problem-
solving skills with respect to climate
change, the world’s foremost technical
challenge.
• To apply chemical engineers’ unique
insights and technical abilities to iden-
tify viable solutions that address climate
change through mitigation, adaptation, and
resilience.
• To develop partnerships with other
scientific and engineering entities to
develop the multidisciplinary responses
required to address climate change.
• To develop a portfolio of technical and
government policy solutions necessary to
address both industrial and societal chal-
lenges resulting from climate change.

Climate change is one of the greatest challenges society
faces today. It is a complex global problem with 

multiple dimensions — social, economic, political, and 
ethical. 5esponding to climate change will require multi-
disciplinary efforts involving all fields of engineering and 
science working with businesses, governments, academia, 
and the public. 

It is important that chemical engineers and AIChE 
engage in dialogue across traditional boundaries and be 
open to understanding risks and creative new solutions. 
Toward that end, in October 2018, the AIChE Board of 
'irectors approved the formation of The Climate Solutions 
Community (TCSC) within the Institute for Sustainability. 

Tom 5ehm, a process safety specialist and past chair of 
the South Texas /ocal Section, spearheaded the formation 
of the community. In discussing TCSC, 5ehm noted that 
chemical engineers’ versatility and formidable problem-
solving skills make them well-suited to help address many 
of the world’s foremost challenges, including climate 
change. ³It is incumbent on AIChE and its member stake-
holders to apply their unique insights and technical abilities 
to identify viable solutions to mitigate, adapt, and become 
resilient to the effects of climate change,” he said. 

Engineers and industrial scientists from across disci-
plines are invited to participate in the Climate Solutions 
Community. Its goal is to lead efforts to develop a portfolio 
of technical and government policy solutions to address 
both industrial and societal challenges.

³Time is of the essence. We encourage you to Moin this 
multidisciplinary community to solve this pressing global 
problem,” 5ehm says.

For information and to Moin, visit aiche.org/community/
sites/climate-solutions-community.

AIChE’s Climate Solutions Community

Copyright © 2020 AIChE
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